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Abstract

A ray tracing method of simulating interferometers from source to detector using standard optical
design software is presented. The advantages, disadvantages and limitations of the method are
discussed. The method is applied to the analysis of a phase measuring interferometer designed to
test the form of cylindrical mechanical parts and the predicted performance is compared with
experimental results.

Introduction

The design of optics for interferometers is commonly accomplished with standard design
software by modeling source feeds, objectives, and viewing systems as separate entities.
However, the effects of perturbations such as alignment errors, optical fabrication errors, thermal
effects, and propagation errors due to non-null test surfaces may be calculated more accurately
by simulating the complete interferometer from source to detector. Optical design programs make
it easy to introduce perturbations into the simulations. However, such software is strongly
oriented toward the design of imaging systems, while the design of a complete interferometer is
not primarily an imaging problem. To take advantage of the ease of modeling perturbations with
a standard design code, we have developed a straightforward method for using its raw ray trace
data to evaluate the non-imaging (phase measurement) characteristics of interferometer designs.

Comparison of Methods

Analyzing interferometer designs requires determining optical path descriptions of the test and
reference wavefront profiles in the coordinates of the detector plane. These descriptions are then
subtracted to obtain a representation of the phase difference being measured at the detector
plane. The wavefront descriptions can be determined either by algebraic or by numerical
methods. Algebraic modeling quickly becomes cumbersome when trying to describe real world
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optics or complex geometries. Alternatively, wavefront modeling has many advantages,
including being able to examine effects of diffraction at apertures or features of the part under
test. This also becomes difficult quickly, especially when examining the many different types of
perturbations to the optical system needed in tolerancing. On the other hand, ray tracing to
determine wavefronts with standard design programs, which is a numerical approach to the
problem, has the advantage of being able to model complex systems and to perturb them with
ease.
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There are a few possibilities for obtaining the wavefront descriptions from ray tracing data at the
detector plane. One is to use ray aiming algorithms for sending the rays forwards or backwards
from the detector plane. However, increasing the accuracy of the ray aiming algorithm decreases
the speed of the tracing. A much more serious problem with ray aiming is that the algorithms
become unstable with the addition of more complex optics, such as binary optics, anamorphic
optics or lens arrays. A second ray tracing technique is to trace a great number of rays and to bin
them into each pixel at the camera. Douglas et al.1 developed this method for the simulation of an
astronomical interferometer using a diffraction grating for examining spectrums. This method is
ideal for simulating complex sources, but has the disadvantages of requiring a tremendous
number of rays, and in some cases, the development of a whole new ray tracing package. A third
method of obtaining descriptors in the coordinates of the detector plane is to fit the two
wavefronts into polynomial forms that are easily subtracted. This method is referred to by
Noecker et al.2 in presenting the tolerancing of a starlight interferometer; unfortunately only a
brief discussion of the method was provided.
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The "Shotgun" Method

Description:

We refer to the fitting method that we use as a "shotgun" ray trace analysis because the rays are
not aimed and their coordinates in the entrance pupil, at the surface under test or at the final
image plane are not critical. The rays are traced from some common surface or point at the
source to the detector plane for both the reference and the test path. The only information
collected from each ray is the optical path length of the ray and the final spatial coordinates at the

image plane: (x, y, opi). Fitting both sets of trace data provides equations for the optical path as a
function of position on the image plane: opi =flx,y). Subtracting the reference and test equations
provides the optical path difference in the coordinates of the detector plane: OPD(x,y) = OPitest -

OPlreference.

Figure 2

The interferometer shown in figure 2 is for measuring the geometric form error of cylindrical
parts.3'4 The test and reference paths are differentiated by the diffracting orders of the gratings.
The first order is used as the test wavefront (solid lines) and the zero order as the reference (dash
lines). The two gratings are concentric circular, constant pitch binary gratings. The second
grating is translated to modulate fringes for phase measurement. The inside of cylindrical parts
can also be measured with the first order of opposite sign.

Fitting the Wavefronts:

The shape of the surface under test and its projection at the image plane determines the
equational form to fit to the ray data. The use of an orthonormal polynomial avoids accuracy of
the fitted terms being dependent on the number of terms in the fit. Also, the terms often provide
more meaningful interpretations to the perturbations to the system. Zernike polynomials are the
obvious choice for an interferometer measuring a surface that is projected to a circle. In the case
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of interferometer measuring a cylinder projected to an annulus, a different set of orthonormal
polynomials is chosen. This set consists of Legendre polynomials for variations along the length
of the cylinder and sinusoidal functions (Fourier components) for variations of roundness.5
Interferometric test and reference wavefront profiles can contain a great amount of piston, tilt
andlor power that are common to both. We have found that the fitting process is best performed
in two stages. The first is to remove the common low order terms of piston, tilt and power. The
second is to fit the residual of both the test and reference after their removal

Figure 3
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where z is along the length and U is the azimuth angle

Sampling Density and Boundary Determination:

Fitting ray data to orthonormal polynomials requires that the coordinates of the intercepts be
normalized to some defined aperture or boundary. In the case of Zemikes, the boundary is a
circle whose center and radius need to be defined. In the case of the Fourier-Legendre
polynomials for cylinders, the annulus needs center and both an inner and outer radius. This
boundary is the outline of the projection on the detector plane of the surface under test. While the
position of the rays at the surface of the part are not critical, nor tracked, they are important in
terms of sampling and determining the boundary.
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Detection Plane

Detection Plane

Since only rays reflecting off the part will successfully pass through the system, the boundary of
the fitting can be determined by the coordinates of the set of test rays at the detector plane. Of
course, this is limited by how close the rays approach the edge of the surface under test. As an
example, a circle of an unknown diameter that is nearly inscribed to a 64x64 square grid of
points will have a point inside the circumference to within at least 0.25% of the radius. This
indicates that a 64x64 grid of rays traced into the entrance pupil should be able to determine the
diameter of the part to 0.25%. Increasing the density of rays traced into the entrance pupil of the
system increases both the accuracy of the boundary definition and the sampling of the part and
all of the other optics in the interferometer. Insufficient sampling could lead to erroneous results.
In setting up the simulation, it is simple to check the adequacy of the sampling by increasing the
density of rays until the results do not vary significantly.

Limitations:

The viewing system of an interferometer needs an aperture stop in order to filter out sources of
spurious fringes of high spatial frequency. In terms of the simulation, higher spatial frequency
components cause high deviations of slope in the wavefronts. The ray sampling and the aperture
stop limit the spatial frequency of perturbations that can be examined in the shotgun simulations.
During the simulation, if a region of the detector is being shadowed (i.e. rays are blocked) by the
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aperture stop of the viewing system, the fitting algorithms could produce an erroneous result
based on the rest of the detector. The region missing ray data would not be evident in the final
phase map. Such erroneous results are easily avoided by keeping track of the number of rays
passed. The number of rays passing a perturbed system should be nearly identical to that of a
nominal, or un-perturbed system. Misalignments, which are of a low spatial frequency, could
also force the rays outside the viewing system aperture. In the initial setup of the interferometer
the aperture is aligned to the observed focus. This alignment procedure can be taken into account

when determining the tolerances of the setup alignments by having the aperture automatically
aligned to the center of the ray intercepts at the aperture plane. This is easily automated in optical

design programs with user programming capabilities.

Figure 5
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Tracing through the viewing system of the interferometer plane allows one to take into account
propagation and design factors that can distort the image of the surface under test. Once again,
the magnitude of wavefront slope errors that distorts the wavefront with propagation can be
simulated is limited. This is due to sampling, the rays passing the system and also the degree in
which the mapping of the part to the detector plane is continuous. If the part is being imaged well
by the viewing system, it is continuous and perturbations to the surface under test should not
alter the mapping of the part. In fact, one means of evaluating the imaging performance of the
viewing system is to examine the variations in correlation between the perturbations of the part
and the simulated measurements. Image distortion can be evaluated by examining the correlation
of a simulated measurement and an un-perturbed part. These evaluations of the viewing system
are useful but do not tell all. For example, a simulated measurement with a detector plane shifted
out of focus would only change due to distortion in the imaging. An actual measurement with
defocus would lose information at the perimeter of the part being measured due to edge
diffraction (Fresnel rings).
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