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介紹 
 

随着我们迅速迈入生成式人工智能（Generative AI）的时
代，为 NVIDIA 的 H100 GPU 系统提供量身定制的连接解决
方案变得至关重要。我们致力于为您提供定制化解决方案，
帮助您始终保持领先地位，同时提供灵活的定价选项和免
费的设计支持。
在这个快速发展的领域，时机就是一切。人工智能的世界将
需要定制化的连接解决方案，这些解决方案不仅具备前瞻
性，还能以数据中心行业前所未有的速度进行交付。

是否准备好购买？

需要免费的设计支持？

正在为您的项目寻找定制化解决方案？

我们将协助您对接 HSDC 创新团队。

时间是您最宝贵的资源，抓紧行动！

点击这里

mailto:lis44%40corning.com?subject=Request%20for%20HSDC%20Pricing%20and%20Free%20Design
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1. Understanding the transceiver types, port breakouts and cabling scenarios.
This Application Engineering Note will discuss the different available fiber optic connectivity to work with 
200G, 400G and 800G transceivers, and breakout options within the same rack or row, and across the data 
center utilizing 400G NDR InfiniBand Quantum-2 and 400GbE Spectrum-4 Ethernet (400G IB/EN) switch 
capabilities.  

With the introduction of 800G, NVIDIA optical transceiver modules utilize a new Twin (dual) MPO-8/12 
transceiver interface utilizing 2x 8-fibers. Corning's EDGE8® solution is designed to support both single-
mode and multimode optical interfaces based on the use of 2, 4, 8, and 16 fibers at the transceiver.

The following is a partial list of NVIDIA transceivers by connector type: 

Twin MPO-8/12 APC 
Interface (OSFP)

MPO-8/12 APC 
Interface 

(QSFP112) 

Twin LC Duplex 
UPC Interface 

(OSFP) 

LC Duplex UPC 
Interface 

(QSFP-DD) 

Single Mode a) 

800G-2xDR4 OSFP c) 
2x 8-fiber transceiver 
MMS4X00-NM  
MMS4X00-NS 
MMS4X00-NS-FLT d) 

MMS4X00-NS-T 

Multimode b) 
800G-2xSR4 OSFP c) 
2x 8-fiber transceiver 
MMA4Z00-NS 
MMA4Z00-NS-FLT d) 

MMA4Z00-NS-T 

Single Mode a) 

400G-DR4 OSFP 
8-fiber transceiver
Uses 1 out of 2 ports
MMS4X00-NS400
MMS4X00-NS400-T

200G-DR4 OSFP e) 
4/8-fiber transceiver 
Uses 1 out of 2 ports 
MMS4X00-NS400 
MMS4X00-NS400-T 

Multimode b) 
400G-SR4 OSFP 
8-fiber transceiver
Uses 1 out of 2 ports
MMA4Z00-NS400
MMA4Z00-NS400-T

200G-SR4 OSFP e) 
4/8-fiber transceiver 
Uses 1 out of 2 ports 
MMA4Z00-NS400 
MMA4Z00-NS400-T

Single Mode a) 

400G-DR4 QSFP112 
8-fiber transceiver
MMS1X00-NS400
MMS1X00-NS400-T

200G-DR4 QSFP112 e) 
4/8-fiber transceiver 
MMS1X00-NS400  
MMS1X00-NS400-T 

Multimode b) 

400G-SR4 QSFP112 
8-fiber transceiver
MMA1Z00-NS400
MMA1Z00-NS400-T

200G-SR4 QSFP112 e) 
4/8-fiber transceiver 
MMA1Z00-NS400 
MMA1Z00-NS400-T 

Single Mode 

800G-2xFR4 OSFP 
2x 2-fiber transceiver 
MMS4X50-NM 
MMS4X50-NM-T 

Single Mode  

400G-FR4 QSFP-DD 
2-fiber transceiver
MMS1V50-WM
MMS1V50-WM-T

a) MPO-8/12 APC Single Mode optics are denoted by a yellow-colored pull tab and yellow-colored optical fiber. Green plastic shell on the MPO-8/12 APC 
connector denotes Angled Polish Connector and is not compatible with Ultra-flat Polished Connectors (UPC) used with slower line rate transceivers. 
b) Multimode optics are denoted by a tan-colored pull tab and aqua-colored optical fiber. Green plastic shell on the MPO-8/12 APC connector denotes Angled 
Polish Connector and is not compatible with aqua colored shell for Ultra-flat Polished Connectors (UPC) for HDR. 
c) Please note that in some documentation, 800G transceivers may appear as 800G-DR8 instead of 800G-2xDR4 and 800G-SR8 instead of 800G-2xSR4. 
However, the connectivity footprint is represented by 2x 8-fiber MPO-8/12 APC. Please follow NVIDIA's part number as the main reference. 
d) The card I/Os is routed internally to four 800G Twin-port OSFP. 
e) A 400G transceiver version will be able to support 200G utilizing a splitter cable (Y-Harness), activating two of the four lanes (4 out of 8-fibers) in the 400G 
transceiver creating a 200G device. This configuration is represented as "4/8-fiber" in the table above. 
f) Transceiver part numbers ending with "-T" refer to Ethernet versions. 
*For more information on NVIDIA components and design, please review the Annex 3 with the references to NVIDIA Overview White papers. 
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b) Multimode optics are denoted by a tan-colored pull tab and aqua-colored optical fiber. Green plastic shell on the MPO-8/12 APC connector denotes Angled 
Polish Connector and is not compatible with aqua colored shell for Ultra-flat Polished Connectors (UPC) for HDR. 
c) Please note that in some documentation, 800G transceivers may appear as 800G-DR8 instead of 800G-2xDR4 and 800G-SR8 instead of 800G-2xSR4. 
However, the connectivity footprint is represented by 2x 8-fiber MPO-8/12 APC. Please follow NVIDIA's part number as the main reference. 
d) The card I/Os is routed internally to four 800G Twin-port OSFP. 
e) A 400G transceiver version will be able to support 200G utilizing a splitter cable (Y-Harness), activating two of the four lanes (4 out of 8-fibers) in the 400G 
transceiver creating a 200G device. This configuration is represented as "4/8-fiber" in the table above. 
f) Transceiver part numbers ending with "-T" refer to Ethernet versions. 
*For more information on NVIDIA components and design, please review the Annex 3 with the references to NVIDIA Overview White papers. 
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1. Understanding the transceiver types, port breakouts and cabling scenarios.
This Application Engineering Note will discuss the different available fiber optic connectivity to work with 
200G, 400G and 800G transceivers, and breakout options within the same rack or row, and across the data 
center utilizing 400G NDR InfiniBand Quantum-2 and 400GbE Spectrum-4 Ethernet (400G IB/EN) switch 
capabilities.  

With the introduction of 800G, NVIDIA optical transceiver modules utilize a new Twin (dual) MPO-8/12 
transceiver interface utilizing 2x 8-fibers. Corning's EDGE8® solution is designed to support both single-
mode and multimode optical interfaces based on the use of 2, 4, 8, and 16 fibers at the transceiver.

The following is a partial list of NVIDIA transceivers by connector type: 

Twin MPO-8/12 APC 
Interface (OSFP)

MPO-8/12 APC 
Interface 

(QSFP112) 

Twin LC Duplex 
UPC Interface 

(OSFP) 

LC Duplex UPC 
Interface 

(QSFP-DD) 

Single Mode a) 

800G-2xDR4 OSFP c) 
2x 8-fiber transceiver 
MMS4X00-NM  
MMS4X00-NS 
MMS4X00-NS-FLT d) 

MMS4X00-NS-T 

Multimode b) 
800G-2xSR4 OSFP c) 
2x 8-fiber transceiver 
MMA4Z00-NS 
MMA4Z00-NS-FLT d) 

MMA4Z00-NS-T 

Single Mode a) 

400G-DR4 OSFP 
8-fiber transceiver
Uses 1 out of 2 ports
MMS4X00-NS400
MMS4X00-NS400-T

200G-DR4 OSFP e) 
4/8-fiber transceiver 
Uses 1 out of 2 ports 
MMS4X00-NS400 
MMS4X00-NS400-T 

Multimode b) 
400G-SR4 OSFP 
8-fiber transceiver
Uses 1 out of 2 ports
MMA4Z00-NS400
MMA4Z00-NS400-T

200G-SR4 OSFP e) 
4/8-fiber transceiver 
Uses 1 out of 2 ports 
MMA4Z00-NS400 
MMA4Z00-NS400-T

Single Mode a) 

400G-DR4 QSFP112 
8-fiber transceiver
MMS1X00-NS400
MMS1X00-NS400-T

200G-DR4 QSFP112 e) 
4/8-fiber transceiver 
MMS1X00-NS400  
MMS1X00-NS400-T 

Multimode b) 

400G-SR4 QSFP112 
8-fiber transceiver
MMA1Z00-NS400
MMA1Z00-NS400-T

200G-SR4 QSFP112 e) 
4/8-fiber transceiver 
MMA1Z00-NS400 
MMA1Z00-NS400-T 

Single Mode 

800G-2xFR4 OSFP 
2x 2-fiber transceiver 
MMS4X50-NM 
MMS4X50-NM-T 

Single Mode  

400G-FR4 QSFP-DD 
2-fiber transceiver
MMS1V50-WM
MMS1V50-WM-T

a) MPO-8/12 APC Single Mode optics are denoted by a yellow-colored pull tab and yellow-colored optical fiber. Green plastic shell on the MPO-8/12 APC 
connector denotes Angled Polish Connector and is not compatible with Ultra-flat Polished Connectors (UPC) used with slower line rate transceivers. 
b) Multimode optics are denoted by a tan-colored pull tab and aqua-colored optical fiber. Green plastic shell on the MPO-8/12 APC connector denotes Angled 
Polish Connector and is not compatible with aqua colored shell for Ultra-flat Polished Connectors (UPC) for HDR. 
c) Please note that in some documentation, 800G transceivers may appear as 800G-DR8 instead of 800G-2xDR4 and 800G-SR8 instead of 800G-2xSR4. 
However, the connectivity footprint is represented by 2x 8-fiber MPO-8/12 APC. Please follow NVIDIA's part number as the main reference. 
d) The card I/Os is routed internally to four 800G Twin-port OSFP. 
e) A 400G transceiver version will be able to support 200G utilizing a splitter cable (Y-Harness), activating two of the four lanes (4 out of 8-fibers) in the 400G 
transceiver creating a 200G device. This configuration is represented as "4/8-fiber" in the table above. 
f) Transceiver part numbers ending with "-T" refer to Ethernet versions. 
*For more information on NVIDIA components and design, please review the Annex 3 with the references to NVIDIA Overview White papers. 
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1. Understanding the transceiver types, port breakouts and cabling scenarios.
This Application Engineering Note will discuss the different available fiber optic connectivity to work with 
200G, 400G and 800G transceivers, and breakout options within the same rack or row, and across the data 
center utilizing 400G NDR InfiniBand Quantum-2 and 400GbE Spectrum-4 Ethernet (400G IB/EN) switch 
capabilities.  

With the introduction of 800G, NVIDIA optical transceiver modules utilize a new Twin (dual) MPO-8/12 
transceiver interface utilizing 2x 8-fibers. Corning's EDGE8® solution is designed to support both single-
mode and multimode optical interfaces based on the use of 2, 4, 8, and 16 fibers at the transceiver.

The following is a partial list of NVIDIA transceivers by connector type: 

Twin MPO-8/12 APC 
Interface (OSFP)

MPO-8/12 APC 
Interface 

(QSFP112) 

Twin LC Duplex 
UPC Interface 

(OSFP) 

LC Duplex UPC 
Interface 

(QSFP-DD) 

Single Mode a) 

800G-2xDR4 OSFP c) 
2x 8-fiber transceiver 
MMS4X00-NM  
MMS4X00-NS 
MMS4X00-NS-FLT d) 

MMS4X00-NS-T 

Multimode b) 
800G-2xSR4 OSFP c) 
2x 8-fiber transceiver 
MMA4Z00-NS 
MMA4Z00-NS-FLT d) 

MMA4Z00-NS-T 

Single Mode a) 

400G-DR4 OSFP 
8-fiber transceiver
Uses 1 out of 2 ports
MMS4X00-NS400
MMS4X00-NS400-T

200G-DR4 OSFP e) 
4/8-fiber transceiver 
Uses 1 out of 2 ports 
MMS4X00-NS400 
MMS4X00-NS400-T 

Multimode b) 
400G-SR4 OSFP 
8-fiber transceiver
Uses 1 out of 2 ports
MMA4Z00-NS400
MMA4Z00-NS400-T

200G-SR4 OSFP e) 
4/8-fiber transceiver 
Uses 1 out of 2 ports 
MMA4Z00-NS400 
MMA4Z00-NS400-T

Single Mode a) 

400G-DR4 QSFP112 
8-fiber transceiver
MMS1X00-NS400
MMS1X00-NS400-T

200G-DR4 QSFP112 e) 
4/8-fiber transceiver 
MMS1X00-NS400  
MMS1X00-NS400-T 

Multimode b) 

400G-SR4 QSFP112 
8-fiber transceiver
MMA1Z00-NS400
MMA1Z00-NS400-T

200G-SR4 QSFP112 e) 
4/8-fiber transceiver 
MMA1Z00-NS400 
MMA1Z00-NS400-T 

Single Mode 

800G-2xFR4 OSFP 
2x 2-fiber transceiver 
MMS4X50-NM 
MMS4X50-NM-T 

Single Mode  

400G-FR4 QSFP-DD 
2-fiber transceiver
MMS1V50-WM
MMS1V50-WM-T

a) MPO-8/12 APC Single Mode optics are denoted by a yellow-colored pull tab and yellow-colored optical fiber. Green plastic shell on the MPO-8/12 APC 
connector denotes Angled Polish Connector and is not compatible with Ultra-flat Polished Connectors (UPC) used with slower line rate transceivers. 
b) Multimode optics are denoted by a tan-colored pull tab and aqua-colored optical fiber. Green plastic shell on the MPO-8/12 APC connector denotes Angled 
Polish Connector and is not compatible with aqua colored shell for Ultra-flat Polished Connectors (UPC) for HDR. 
c) Please note that in some documentation, 800G transceivers may appear as 800G-DR8 instead of 800G-2xDR4 and 800G-SR8 instead of 800G-2xSR4. 
However, the connectivity footprint is represented by 2x 8-fiber MPO-8/12 APC. Please follow NVIDIA's part number as the main reference. 
d) The card I/Os is routed internally to four 800G Twin-port OSFP. 
e) A 400G transceiver version will be able to support 200G utilizing a splitter cable (Y-Harness), activating two of the four lanes (4 out of 8-fibers) in the 400G 
transceiver creating a 200G device. This configuration is represented as "4/8-fiber" in the table above. 
f) Transceiver part numbers ending with "-T" refer to Ethernet versions. 
*For more information on NVIDIA components and design, please review the Annex 3 with the references to NVIDIA Overview White papers. 
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1. 1.了解收发器类型、端口拆分和布线场景

本应用工程文档将讨论与200G、400G和800G收发器一起使用的不同类型的光纤连接方案，以及在机柜内或同一排机柜之
间，以及跨数据中心使用400G NDR InfiniBand Quantum-2和400GbE Spectrum-4 Ethernet（400G IB/EN）交换机功能
时的端口分解光纤连接方案。

随着800G的引入，NVIDIA光收发模块采用新的双MPO-8/12光收发接口，采用2根8芯MPO光缆。康宁的EDGE8®解决方案
旨在支持基于2芯、4芯、8芯和16芯光纤收发器的单模和多模光接口。

以下是按连接器类型列出的部分NVIDIA收发器的清单

双 MPO-8/12 APC  
接⼝ （OSFP）

MPO-8/12 APC  
接⼝ （OSFP112）

双LC双⼯UPC接⼝ 
（OSFP）

LC双⼯UPC接⼝  
(QSFP-DD)

Single Mode a)

800G-2xDR4 OSFP c) 
2x 8芯收发器 
MMS4X00-NM 
MMS4X00-NS 
MMS4X00-NS-FLT d) 
MMS4X00-NS-T

Single Mode a)

400G-DR4 OSFP 
8芯收发器 
使⽤2个端⼝中的⼀个 
MMS4X00-NS400 
MS4X00 NS400-T

200G-DR4 OSFP e) 
4/8芯收发器 
使⽤2个端⼝中的1个 
MMS4X00-NS400 
MS4X00 NS400-T

Single Mode a)

400G-DR4 QSFP112 
8芯收发器 
MMS1X00-NS400 
MS1X00 NS400-T

200G-DR4 QSFP112 e) 
4/8芯收发器 
MMS1X00-NS400 
MS1X00 NS400-T

Single Mode
800G-2xFR4 OSFP 
2x 2芯收发器 
MMS4X50-NM 
MMS4X50-NM-T

Single Mode
400G-FR4 QSFP-DD 
2芯收发器 
MMS1V50-WM 
MMS1V50-WM-T

Multimode b)

800G-2xSR4 OSFP c) 
2x 8芯收发器

MMA4Z00-NS 
MMA4Z00-NS-FLT d) 
MMA4Z00-NS-T

Multimode b)

400G-SR4 OSFP 
8芯收发器 
使⽤2个端⼝中的⼀个 
MMA4Z00-NS400 
MMA4Z00 NS400-T

200G-SR4 OSFP e) 
4/8芯收发器 
使⽤2个端⼝中的⼀个 
MMA4Z00-NS400 
MMA4Z00 NS400-T

Multimode b)

400G-SR4 QSFP112 
8芯收发器 
MMA1Z00-NS400 
MMA1Z00 NS400-T

200G-SR4 QSFP112 e) 
4/8芯收发器  
MMA1Z00-NS400  
MMA1Z00-NS400-T

表1. 收发器列表(点击放大)
a) MPO-8/12 APC单模光学器件用黄色拉环和黄色光纤表示。MPO-8/12 APC连接器上的绿色塑料外壳表示角度抛光连接器，与用于较慢速率收发器的超平面抛光连接器(UPC)不兼容。

b) 多模光学器件用棕褐色的拉环和水蓝色的光纤表示。MPO-8/12 APC连接器上的绿色塑料外壳表示角度抛光连接器，与带有水蓝色外壳、用于HDR的超平面抛光连接器 (UPC)不兼容。

c) 请注意，在一些文档中，800G收发器可能记为800G - DR8而不是800G - 2xDR4，或记为800G - SR8而不是800G- 2xSR4。然而，连接方式由2x 8-芯MPO-8/12 APC表示。请遵循 NVIDIA的部件编号作为主
要参考。

d) 模块的I/O接口内部连接到四个800G双端口OSFP模块。

e) 400G收发器版本将能够通过分路电缆(Y型线束)支持200G，激活400G收发器中的四条通道中的两条(8芯光纤中的4芯)，从而创建一个200G设备。此配置在上表中表示为 “4/8-芯” 。

f) 以“-T”结尾的收发器部件号指的是以太网版本。

* 关于NVIDIA组件和设计的更多信息， 请查阅附件3及NVIDIA概述白皮书的相关资料。
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1.1. Scenario 1 - 800G and 400G - Server to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Point-to-Point Cabling. 
Application: Quantum-2 InfiniBand or Spectrum-4 Ethernet to a) Quantum-2 InfiniBand or Spectrum-4 
Ethernet; b) ConnectX-7 and Bluefield-3; c) DGX H100/Cedar-7 links. 

Scenario 1 is primarily used for Point-to-Point cabling applications, which involves connecting the server 
within a Scalable Unit to the Leaf Switches located within the same rack or row. In some cases, this type 
of cabling can also be used to connect different switches, such as Leaf to Spine or Spine to Core. However, 
it is not recommended to use Point-to-Point cabling if those switches are physically located in different 
areas within the data center. 

Please refer to section 1.7, Table 8, to review the list of transceivers applicable for Use cases A to C in 
Scenarios 1 and 2. To learn more about Scalable Units and how to build a DGX SuperPOD, please refer 
to section 2 in this document. 

 

 
Figure 1. Use cases for Point-to-Point cabling utilizing 800G and 400G transceivers working with MPO-8/12 APC. 

Item Reference Part 
Number 

OS2 Part Number 
(Americas) 

OS2 Part Number 
(EMEA and APJ) 

OM4 Part Number 
(Americas) 

OM4 Part Number 
(EMEA and APJ) Description 

1 

Corning (a) 

G-BND32-E8E8G-
PN000-xxxF 

G-BND32-E8E8G-
LZ000-xxxM 

G-BND32-E9E9Q-
PN000-xxxF 

G-BND32-E9E9Q-
LZ000-xxxM 

32x 8-F Mesh Bundle, MTP® APC (non-pinned) to 
MTP APC (non-pinned), 78-in (2-m) legs, Type-B 
polarity, xxxF (feet) or xxxM (meters) 

or 

JE8E808GE8-
NBxxxF 

JE8E808GEZ-
NBxxxM 

JE9E908QE8-
NBxxxF 

JE9E908QEZ-
NBxxxM 

EDGE8®, 8-F Jumper, MTP® APC (unpinned) to 
MTP APC (unpinned), Type-B polarity, xxxF (feet) 
or xxxM (meters) 

 or 

NVIDIA (b) MFP7E30-Nxxx MFP7E10-Nxxx 
NVIDIA MPO-12/APC-to-MPO12/APC (8 fibers), 
Straight Crossover Fibers, Fiber Cable Product, 
Type-B polarity, xxx indicate length in meters 

 
Notes:  
a) Corning cables in the Americas use Plenum cable, while EMEA/APJ uses LSZH™/CPR rated cable. Single jumper lengths are available from 1 to 300 meters. 
Bundled jumpers use a meshed sleeve. Bundled lengths are available from 10 to 300 meters (furcation-to-furcation) in increments of 5 meters. Bundles are available 
in 16, 32 legs, and custom leg quantities with straight or staggered legs. Lengths in meters are also available for the Americas. 
b) NVIDIA cables utilize a dual rated OFNR/LSZH jacket. SMF cable lengths available in 3, 5, 7, 10, 15, 20, 30, 50, 100 and 150 meters. MMF cable lengths available 
in 3, 5, 7, 10, 15, 20 ,25, 30, 35, 40 and 50 meters. 
c) Both Corning and NVIDIA cables support InfiniBand, Ethernet and NVLink protocols. 
d) Please review Corning’s polarity drawings in Annex 2. 
  

Table 2. Scenario 1 - 800G and 400G using Point-to-Point Cabling with MPO-8/12 APC. Part Number Scheme. 

1.1.场景1 - 800G和 400G - 服务器到交换机应用

采用点对点布线连接MPO-8/12 APC到MPO-8/12 APC 
应用：Quantum-2 InfiniBand或 Spectrum-4以太网到 a) Quantum-2 InfiniBand或 Spectrum-4以太网；b) ConnectX-7
和Bluefield-3；c) DGX H100/Cedar-7链路。

场景1主要用于点对点布线应用，它涉及将同一可扩展单元内的服务器连接到位于同一机架或机柜内的叶交换机。在某些
情况下，这种类型的布线也可以用于连接不同的交换机，例如叶交换机到脊交换机或脊交换机到核心交换机。然而，如果这
些交换机物理上位于数据中心内的不同区域，则不建议使用点对点布线。

请参考第1.7节表8，以查看场景一和场景二中用例A至C的收发器列表。要了解有关可扩展单元以及如何构建DGX 
SuperPOD的更多信息，请参阅本文档的第2节。

項目 参考部件号 OS2部件号 
（美洲）

OS2部件号 
（EMEA和亚太）

OM4部件号 
 （美洲）

OM4部件号 
（EMEA和亚太） 描述

1

Corning a)

G-BND32-E8E8G- 
PN000-xxxF

G-BND32-E8E8G- 
LZ000-xxxM

G-BND32-E9E9Q- 
PN000-xxxF

G-BND32-E9E9Q- 
LZ000-xxxM

32x8芯束装线缆， MTP® APC（不带针） 
到MTP APC(不带针)， 78-in （2m）, 
B型极性， xxxF （英尺）或xxxM（⽶）

或

JE8E808GE8
NBxxxF

JE8E808GEZ
NBxxxM

JE9E908QE8
NBxxxF

JE9E908QEZ
NBxxxM

EDGE8®, 8芯跳线， MTP®APC(不带 
针)到MTP APC(不带针)， B型极性， 
xxxF （英尺） 或xxxM （⽶）

                                或

NVIDIA b) MFP7E30-Nxxx MFP7E10-Nxxx

NVIDIA MPO-12/APC到MPO-12/APC 
（8芯）， 直通交叉连接光纤。光纤 

光缆产品， B型极性， xxx表示⻓度 
（⽶）

a) 美洲地区的康宁光缆使用Plenum光缆，而EMEA/APJ地区使用LSZH™/CPR额定光缆。单跳线长度从1米到300米不等。捆扎跳线采用网状套管。捆扎长度从10米

到300米不等(分叉点到分叉点)，以5米为增量，光缆束可提供16根、32根以及自定义数量的光纤分支，分支长度可以是相等的或不等的。美洲地区也提供以米为单位的长度选项。

b) NVIDIA光缆采用双额定OFNR/LSZH护套。SMF光缆长度有3、5、7、10、15、20、30、50、100和150米选项，MMF光缆长度有3、5、7、10、15、20、25、30、 35、40和50米选项。

c) 康宁和NVIDIA光缆都支持InfiniBand、以太网和NVLink协议。

d) 请查看康宁的极性图纸，详见附件 2。

表2. 场景1 - 使用点对点布线与MPO-8/12 APC的 800G和 400G部件编号方案

图1. 使用 800G和400G收发器，结合MPO-8/12 APC的点对点布线用例
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1.2. Scenario 2 - 800G and 400G - Switch to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Structured Cabling Across DC with Trunk. 
Application: Quantum-2 InfiniBand or Spectrum-4 Ethernet to a) Quantum-2 InfiniBand or Spectrum-4 
Ethernet; b) ConnectX-7 and Bluefield-3; c) DGX H100/Cedar-7 links. 

In Scenario 2, the implementation of Structured Cabling utilizes an optical fiber trunk as a backbone. This 
application is mostly used to connect different switches, such as Leaf to Spine, and can also be 
implemented to connect Spine to Core. It is the recommended option to follow when two different active 
devices are physically located in different areas within the data center. 

Please refer to section 1.7, Table 8, to review the list of transceivers applicable for Use cases A to C in 
Scenarios 1 and 2. To learn more about Scalable Units and how to build a DGX SuperPOD, please refer 
to section 2 in this document. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Item Reference Part 
Number 

OS2 Part Number 
(Americas) 

OS2 Part Number 
(EMEA and APJ) 

OM4 Part Number 
(Americas) 

OM4 Part Number 
(EMEA and APJ) Description 

1 

Corning (a) 

G-BND16-E8E8G-
PN000-xxxF 

G-BND16-E8E8G-
LZ000-xxxM 

G-BND16-E9E9Q-
PN000-xxxF 

G-BND16-E9E9Q-
LZ000-xxxM 

16x 8-F Mesh Bundle, MTP® APC (non-pinned) to 
MTP APC (non-pinned), 78-in (2-m) legs, Type-B 
polarity, xxxF (feet) or xxxM (meters) 

or 

JE8E808GE8-
NBxxxF 

JE8E808GEZ-
NBxxxM 

JE9E908QE8-
NBxxxF 

JE9E908QEZ-
NBxxxM 

EDGE8®, MTP® APC (non-pinned) to MTP APC 
(non-pinned) 8-F Jumper, TIA-568 Type-B polarity, 
xxxF (feet) or xxxM (meters) 

2 EDGE8-CP32-V1 EDGE8-CP32-V1 EDGE8-CP32-V3 EDGE8-CP32-V3 EDGE8 32-F MTP Adapter Panel, (4-port) 

3 GE7E7E4GPNDDU 
xxxF(b) 

GE7E7E4GLZDDU 
xxxM(b) 

GE2E2E4QPNDDU 
xxxF(b) 

GE2E2E4QLZDDU 
xxxM(b) 

EDGE8, MTP Trunk , 144-F, MTP APC (pinned) to 
MTP APC (pinned), 33-in (840-mm) legs, Type-B 
polarity, pulling grip on first end only, xxxF (feet) or 
xxxM (meters) 

4 EDGE8-xxU EDGE8-xxU EDGE8-xxU EDGE8-xxU Please refer to Annex 1 to choose the best option 
for your application 

 
Notes:  
a) Corning cables in the Americas use Plenum cable, while EMEA/APJ uses LSZH™/CPR rated cable. Single jumper lengths are available from 1 to 300 meters. 
Bundled jumpers use a meshed sleeve. Bundled lengths are available from 10 to 300 meters (furcation-to-furcation) in increments of 5 meters. Bundles are available 
in 16, 32 legs, and custom leg quantities with straight or staggered legs. Lengths in meters are also available for the Americas. 
b) Trunks are available in fiber counts of 8 to 288 fibers. 
c) Corning cables support InfiniBand, Ethernet and NVLink protocols.  
d) Please review Corning’s polarity drawings in Annex 2. 
  

Table 3. Scenario 2 - 800G and 400G using Structured Cabling with MPO-8/12 APC. Part Number Scheme. 

 

Figure 2. Use cases for Structured Cabling utilizing 800G and 400G transceivers working with MPO-8/12 APC. 

项⽬ 参考部件号 OS2部件号 
（美洲）

OS2部件号 
（EMEA和亚太）

OM4部件号 
（美洲）

OM4部件号 
（EMEA和亚太） 描述

1

Corninga)

G-BND16-E8E8G- 
PN000-xxxF

G-BND16-E8E8G- 
LZ000-xxxM

G-BND16-E9E9Q- 
PN000-xxxF

G-BND16-E9E9Q- 
LZ000-xxxM

16x8芯束装线缆, MTP® APC（不带针） 
到MTP APC（不带针）, 78-in(2m), 分 
⽀， B型极性，xxxF（英尺）或xxxM （⽶）

或

JE8E808GE8
NBxxxF

JE8E808GEZ
NBxxxM

JE9E908QE8
NBxxxF

JE9E908QEZ
NBxxxM

EDGE8®, MTP® APC（不带针）到MTP 
APC（不带针） 8芯跳线, TIA-568 B型极 
性， xxxF（英尺）或xxxM（⽶）

2 EDGE8-CP32-V1 EDGE8-CP32-V1 EDGE8-CP32-V3 EDGE8-CP32-V3 EDGE8 32-F MTP适配器⾯板 （4个端⼝）

3
GE7E7E4GPNDDU
xxxF b)

GE7E7E4GLZDDU
xxxM b)

GE2E2E4QPNDDU
xxxF b)

GE2E2E4QLZDDU
xxxM b)

EDGE8, MTP主⼲光缆， 144-F, MTP 
APC(带针)到MTP APC(带针）， 33-in 
(840mm) 分⽀， B型极性， 仅在⾸ 
端配有拉⼿， ⼿， xxxF（英尺）或 
xxxM（⽶）

4 EDGE8-xxU EDGE8-xxU EDGE8-xxU EDGE8-xxU
请参阅附件1，为您的申请选择最佳 
⽅案

1.2.场景2 - 800G和 400G - 交换机到交换机应用

使用结构化布线，通过主干光缆在数据中心内连接MPO-8/12 APC到MPO-8/12 APC 
应用：Quantum-2 InfiniBand或Spectrum-4以太网到a) Quantum-2 InfiniBand或Spectrum-4以太网；b) ConnectX-7
和 Bluefield-3；c) DGX H100/ Cedar-7链路。

在场景2中，利用光纤主干缆作为主干实现结构化布线。此应用主要用于连接不同的交换机，例如从叶节点到脊节点，也可
以实现将脊节点连接到核心层。当两个不同的活动设备物理上位于数据中心内的不同区域时，建议使用这个选项。

请参考第1.7节表8，查看场景1和场景2中适用于用例A至C的收发器列表。要了解有关可扩展单元以及如何构建DGX  
SuperPOD的更多信息，请参阅本文档中的第2节

注

a) 美洲地区的康宁光缆使用Plenum光缆，而EMEA/APJ地区使用LSZH™/CPR额定光缆。单跳线长度从1米到300米不等。捆扎跳线采用网状套管。捆扎长度从10米到300米不等(分叉点到分叉点)，以5米为增
量，光缆束可提供16根、32根以及自定义数量的光纤分支，分支长度可以是相等的或不等的。美洲地区也提供以米为单位的长度选项。

b) 主干缆有8到288芯光纤的规格。

c) 康宁和NVIDIA光缆都支持InfiniBand、以太网和NVLink协议。

d) 请查看康宁的极性图纸，见附件 2

表3. 场景2 - 使用结构化布线与MPO-8/12 APC的 800G和 400G部件编号方案

图2. 使用800G和400G收发器，结合MPO-8/12 APC的结构化布线用例
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1.3. Scenario 3 - 800G and 200G - Server to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Point-to-Point Cabling. 
Application: Quantum-2 InfiniBand or Spectrum-4 Ethernet to ConnectX-7 / Bluefield-3. 

Scenario 3 is used for Point-to-Point cabling applications, where a 400G transceiver version will be able to 
support 200G by utilizing a splitter cable (Y-Harness) that activates two of the four lanes (4 out of 8 fibers) 
in the 400G transceiver, effectively creating a 200G device. Point-to-Point cabling is recommended only if 
the active devices are within the same rack or row. However, if the active devices are physically located in 
different areas within the data center, then Structured Cabling is the recommended option. 

Please refer to section 1.7, Table 9, to review the list of transceivers applicable for Use cases A and B in 
Scenarios 3 and 4. To learn more about Scalable Units and how to build a DGX SuperPOD, please refer 
to section 2 in this document. 

 

 
 

Figure 3. Use cases for Point-to-Point cabling utilizing 800G and 200G transceivers working with MPO-8/12 APC. 

Item Reference Part 
Number 

OS2 Part Number 
(Americas)  

OS2 Part Number 
(EMEA and APJ) 

OM4 Part Number 
(Americas) 

OM4 Part Number 
(EMEA and APJ) Description 

1 

Corning (a) HE8E808GPH-
LBxxxF 

HE8E808GLZ-
LBxxxM 

HE9E908QPH-
LBxxxF 

HE9E908QLZ-
LBxxxM 

EDGE8®, 8-F Y-Harness, MTP® APC (unpinned) 
to two 4-F (unpinned) MTP APC, 36-in (910-mm) 
breakout leg length, Type-B polarity, xxxF (feet) or 
xxxM (meters) 

 or 

NVIDIA (b) MFP7E40-Nxxx MFP7E20-Nxxx 
NVIDIA MPO-12/APC-to-MPO12/APC (8 fibers), 4-
channel-to-two 2-channel splitter fiber cable, Type-
B polarity, xxx indicate length in meters 

         

Notes:  
a) Corning cables in the Americas use Plenum cable, while EMEA/APJ uses LSZH™/CPR rated cable.Y-Harness lengths available from 1 to 60 meters. Lengths in 
meters are also available for the Americas. 
b) NVIDIA splitter cables utilize a dual rated OFNR/LSZH jacket. SMF and MMF splitter cable lengths available in 3, 5, 7, 10, 15, 20, 30 and 50 meters. 
c) Both Corning and NVIDIA cables support InfiniBand, Ethernet and NVLink protocols. 
d) A 400G transceiver version will be able to support 200G utilizing a splitter cable (Y-Harness), activating two of the four lanes (4 out of 8-fibers) in the 400G transceiver 
creating a 200G device. 
e) Please review Corning’s polarity drawings in Annex 2.  

 

Table 4. Scenario 3 - 800G and 200G using Point-to-Point Cabling with MPO-8/12 APC. Part Number Scheme. 

项⽬ 参考部件号 OS2部件号 
（美洲）

OS2部件号
（EMEA和亚太）

OM4部件号 
（美洲）

OM4部件号
（EMEA和亚太） 描述

1

Corninga) HE8E808GPH
LBxxxF

HE8E808GLZ
LBxxxM

HE9E908QPH
LBxxxF

HE9E908QLZ
LBxxxM

8芯Y型跳线，MTP®APC(不带针)到2 
个4芯MTP APC(不带针)，36-in 
(910mm)分⽀⻓度，B型极性， 
xxxF（英尺）或xxxM（⽶）

或

NVIDIA b) MFP7E40-Nxxx MFP7E20-Nxxx
NVIDIA MPO-12/APC到MPO-12/APC 

（8芯），4通道转两条2通道分⽀光 
缆，B型极性，xxx表示⻓度（⽶）

1.3.场景3 - 800G和 200G - 服务器到交换机应用

使用点对点布线连接MPO-8/12 APC到MPO-8/12 APC 
应用：Quantum-2 InfiniBand或Spectrum-4以太网到ConnectX-7 / Bluefield-3

场景3用于点对点布线应用，其中400G收发器版本将能够通过使用分路光缆(Y型线束)来支持200G，该光缆可以激活400G
收发器中四条通道中的两条(8芯光纤中的4芯)，从而有效地创建一个200G设备。点对点布线 仅在主动设备位于同一机架
或同一机柜内时推荐使用。然而，如果主动设备在数据中心的不同区域，则建议使用结构化布线。 

请参阅第1.7节表9，查看场景3和4中适用于用例A和B的收发器列表。要了解有关可扩展单元以及如何构建DGX SuperPOD
的更多信息，请参阅本文档中的第2节。

注

a) 美洲地区的康宁光缆使用Plenum光缆，而EMEA/APJ地区使用LSZH™/CPR额定电缆。Y型线束长度可从1到60米。美洲地区也提供以米为单位的长度选项。

b) NVIDIA光缆采用双额定OFNR/LSZH护套。SMF和MMF光缆长度有3、5、7、10、15、20、30、50米。

c) 康宁和NVIDIA光缆都支持InfiniBand、以太网和NVLink协议。

d) 400G收发器版本将能够使用分路光缆(Y型线束)支持200G，激活400G收发器中的四条通道中的两条(8芯光纤中的4芯)，从而创建200G设备。

e) 请查看康宁的极性图纸，详见附件 2。

表4. 场景3 - 使用点对点布线与MPO-8/12 APC的 800G和 200G部件编号方案

图3. 使用800G和200G收发器，结合MPO-8/12 APC的点对点布线用例
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1.4. Scenario 4 - 800G and 200G - Switch to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Structured Cabling Across DC with Trunk. 
Application: Quantum-2 InfiniBand or Spectrum-4 Ethernet to ConnectX-7 / Bluefield-3. 

Scenario 4 is used with Structured Cabling components, where a 400G transceiver version will be able to 
support 200G by utilizing a splitter cable (Y-Harness) that activates two of the four lanes (4 out of 8 fibers) 
in the 400G transceiver, effectively creating a 200G device. In this scenario, as the active devices are 
physically located in different areas within the data center. 

Please refer to section 1.7, Table 9, to review the list of transceivers applicable for Use cases A and B in 
Scenarios 3 and 4. To learn more about Scalable Units and how to build a DGX SuperPOD, please refer 
to section 2 in this document. 

 

Item Reference Part 
Number 

OS2 Part Number 
(Americas) 

OS2 Part Number 
(EMEA and APJ) 

OM4 Part Number 
(Americas) 

OM4 Part Number 
(EMEA and APJ) Description 

1 

Corning (a) 

G-BND16-E8E8G-
PN000-xxxF 

G-BND16-E8E8G-
LZ000-xxxM 

G-BND16-E9E9Q-
PN000-xxxF 

G-BND16-E9E9Q-
LZ000-xxxM 

16x 8-F Mesh Bundle, MTP® APC (non-pinned) to 
MTP APC (non-pinned), 78-in (2-m) legs, Type-B 
polarity, xxxF (feet) or xxxM (meters) 

or 

JE8E808GE8-
NBxxxF 

JE8E808GEZ-
NBxxxM 

JE9E908QE8-
NBxxxF 

JE9E908QEZ-
NBxxxM 

EDGE8®, MTP® APC (non-pinned) to MTP APC 
(non-pinned) 8-F Jumper, TIA-568 Type-B polarity, 
xxxF (feet) or xxxM (meters) 

2 EDGE8-CP32-V1 EDGE8-CP32-V1 EDGE8-CP32-V3 EDGE8-CP32-V3 EDGE8 32-F MTP Adapter Panel, (4-port) 

3 GE7E7E4GPNDDU 
xxxF(b) 

GE7E7E4GLZDDU 
xxxM(b) 

GE2E2E4QPNDDU 
xxxF(b) 

 GE2E2E4QLZDDU 
xxxM(b) 

EDGE8, MTP Trunk , 144-F, MTP APC (pinned) to 
MTP APC (pinned), 33-in (840-mm) legs, Type-B 
polarity, pulling grip on first end only, xxxF (feet) or 
xxxM (meters) 

4 HE8E808GPH-
LBxxxF 

HE8E808GLZ-
LBxxxM 

HE9E908QPH-
LBxxxF 

HE9E908QLZ-
LBxxxM 

EDGE8, 8-F Y-Harness, MTP® APC (unpinned) to 
two 4-F (unpinned) MTP APC, 36-in (910-mm) 
breakout leg length, Type-B polarity, xxxF (feet) or 
xxxM (meters) 

5 EDGE8-xxU EDGE8-xxU EDGE8-xxU EDGE8-xxU Please refer to Annex 1 to choose the best option 
for your application 

 

Notes:  
a) Corning cables in the Americas use Plenum cable, while EMEA/APJ uses LSZH™/CPR rated cable. Y-Harness lengths available from 1 to 60 meters. Single 
jumper lengths are available from 1 to 300 meters. Bundled jumpers use a meshed sleeve. Bundled lengths are available from 10 to 300 meters (furcation-to-furcation) 
in increments of 5 meters. Bundles are available in 16, 32 legs, and custom leg quantities with straight or staggered legs. Lengths in meters are also available for the 
Americas. 
b) Trunks are available in fiber counts of 8 to 288 fibers. 
c) Corning cables support InfiniBand, Ethernet and NVLink protocols.  
d) Please review Corning’s polarity drawings in Annex 2. 

 

Table 5. Scenario 4 - 800G and 200G using Structured Cabling with MPO-8/12 APC. Part Number Scheme. 

Figure 4. Use cases for Structured Cabling utilizing 800G and 200G transceivers working with MPO-8/12 APC. 

1.4.场景4 - 800G和200G -交换机到交换机应用

使用结构化布线，通过主干光缆在数据中心内连接MPO-8/12 APC到MPO-8/12 APC 
应用：Quantum-2 InfiniBand或Spectrum-4以太网到ConnectX-7 / Bluefield-3

场景4与结构化布线组件一起使用，其中400G收发器版本将能够通过使用分路光缆(Y型跳线)来支持200G，该光缆可以激
活400G收发器中四条通道中的两条(8芯光纤中的4芯)，从而有效地连接200G设备。在此场景中，有源设备物理上位于数据
中心内的不同区域。

请参考第1.7节表9，查看场景3和场景4中适用于用例A和B的收发器列表。要了解更多关于可扩展单元以及如何构建DGX 
SuperPOD的信息，请参考本文档中的第2节。

注

a) 美洲地区的康宁光缆使用Plenum光缆，而EMEA/APJ地区使用LSZH™/CPR额定光缆。单跳线长度
从1米到300米不等。束状跳线采用网状套管。长度从10米到300米不等(分叉点到分叉点)，以5米为增
量，光缆束可提供16根、32根以及自定义数量的光纤分支，分支长度可以是相等的或不等的。美洲地
区也提供以米为单位的长度选项。

b) 主干光缆有8到288芯光纤的规格。

c) 康宁光缆支持InfiniBand、以太网和NVLink协议。

d) 请查看康宁的极性图纸，详见附件 2。

项⽬ 参考部件号 OS2部件号 
（美洲）

OS2部件号 
(EMEA和亚太)

OM4部件号 
（美洲）

OM4部件号 
（EMEA和亚太） 描述

1

Corninga)

G-BND16-E8E8G- 
PN000-xxxF

G-BND16-E8E8G- 
LZ000-xxxM

G-BND16-E9E9Q- 
PN000-xxxF

G-BND16-E9E9Q- 
LZ000-xxxM

16x8芯 束装线缆，MTP®APC(不带针) 
到MTP APC(不带针)，78-in (2m)， 
B型极性，xxxF（英尺）或xxxM（⽶）

或

JE8E808GE8
NBxxxF

JE8E808GEZ
NBxxxM

JE9E908QE8
NBxxxF

JE9E908QEZ
NBxxxM

EDGE8®, MTP APC(不带针)到MTP 
APC(不带针) 8芯跳线,TIA-568 B型极 
性，xxxF（英尺）或xxxM（⽶）

2 EDGE8-CP32-V1 EDGE8-CP32-V1 EDGE8-CP32-V3 EDGE8-CP32-V3 EDGE8 32-F MTP适配器⾯板（4个端⼝）

3 GE7E7E4GPNDDU
xxxF b)

GE7E7E4GLZDDU
xxxM b)

GE2E2E4QPNDDU
xxxF b)

GE2E2E4QLZDDU
xxxM b)

EDGE8, MTP主⼲，144-F，MTP 
APC(带针)到MTP APC(带针），33-in 
(840mm)分⽀，B型极性，仅在⾸ 
端配有拉拔握把，xxxF（英尺）或 
xxxM（⽶）

4 HE8E808GPH
LBxxxF

HE8E808GLZ
LBxxxM

HE9E908QPH
LBxxxF

HE9E908QLZ
LBxxxM

EDGE8 8芯Y型跳线，MTP®APC(不带 
针)8芯到2个4芯MTP APC(不带针)， 
36-in (910mm）分⽀⻓度，B型极性， 
xxxF（英尺）或xxxM（⽶）

5 EDGE8-xxU EDGE8-xxU EDGE8-xxU EDGE8-xxU 请参阅附件1，为您的申请选择最佳⽅案

表5. 场景4-使用结构化布线与MPO-8/12 APC的 800G和 200G部件编号方案

图4. 使用800G和200G收发器与MPO-8/12 APC适配工作的结构化布线用例
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1.5. Scenario 5 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex to LC-Duplex using Point-to-Point Cabling. 
Application: Quantum-2 InfiniBand or Spectrum-4 Ethernet to a) Quantum-2 InfiniBand or Spectrum-4 
Ethernet. 

Scenario 5 is primarily used for Point-to-Point cabling applications, which involves connecting active 
devices located within the same rack or row. However, it is not recommended to use Point-to-Point cabling 
if those devices are physically located in different areas within the data center. 

The main application for the Twin LC-Duplex transceiver is to link Quantum-2 or Spectrum-4 air-cooled 
switches together. A bright green marking on transceiver body indicates 2km maximum reach.  

Please refer to section 1.7, Table 10, to review the list of transceivers applicable for Use cases A and B in 
Scenarios 5 and 6. To learn more about Scalable Units and how to build a DGX SuperPOD, please refer 
to section 2 in this document. 

 

 
 

Figure 5. Use cases for Point-to-Point cabling utilizing 800G and 400G transceivers working with LC Duplex. 

 

Item Reference Part 
Number 

OS2 Part Number 
(Americas) 

OS2 Part Number 
(EMEA and APJ) Description 

1 Corning (a) 787802GD120xxxF E787802GNZ20xxxM EDGE™ LC UPC Uniboot to LC UPC Uniboot 
Duplex Jumper, xxxF or xxxM 

 
Notes:  
a) Corning cables in the Americas use Plenum cable, while EMEA/APJ uses LSZH™/CPR rated cable. Jumper lengths are available from 1 to 300 meters. Lengths 
in meters are also available for the Americas. 
b) Corning cables support InfiniBand, Ethernet and NVLink protocols.  
c) Please review Corning’s polarity drawings in Annex 2. 
  

Table 6. Scenario 5 - 800G and 400G using Point-to-Point Cabling with LC Duplex. Part Number Scheme. 

 

 

 

 

 

 

 

1.5.场景5 - 800G和400G - 交换机到交换机应用

使用点对点连接的LC双工到LC双工

应用：Quantum-2 InfiniBand或Spectrum-4以太网到a) Quantum-2 InfiniBand或Spectrum-4以太网。

场景5主要用于点对点布线应用，它涉及连接位于同一机架或同一机柜内的有源设备。但是，如果这些设备物理上位于数据
中心内的不同区域，则不建议使用点对点布线。

LC双工收发器的主要应用是将Quantum-2或Spectrum-4风冷交换机连接在一起，收发器上的亮绿色标记表示最大连接
距离可达2km。

请参阅第1.7节表10，查看场景5和6中适用于用例A和B的收发器列表。要了解有关可扩展单元以及如何构建DGX 
SuperPOD的更多信息，请参阅本文档中的第2节。

注

a) 美洲地区的康宁光缆使用Plenum光缆，而EMEA/APJ地区使用LSZH™/CPR额定光缆。单跳线长度从1米到300米不等。美洲地区也提供以米为单位的长度选项。

b) 康宁光缆支持InfiniBand、以太网和NVLink协议。

c) 请查看康宁的极性图纸，详见附件 2。

表6. 场景5 - 使用点对点布线与LC双工的 800G和 400G部件编号方案

项⽬ 参考部件号 OS2部件号 
（美洲）

OS2部件号  
（EMEA和亚太） 描述

1 Corninga) 787802GD120xxxF E787802GNZ20xxxM
EDGE™ LC UPC Uniboot到LC UPC Uniboot双
⼯跳线。xxxF(英尺)或xxxM（⽶）

图5. 使用800G和400G收发器，结合LC双工的点对点布线用例
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1.6. Scenario 6 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex UPC to LC-Duplex UPC using Structured Cabling Across DC with Trunk. 
Application: Quantum-2 InfiniBand or Spectrum-4 Ethernet to a) Quantum-2 InfiniBand or Spectrum-4 
Ethernet. 

In Scenario 6, the implementation of Structured Cabling utilizes an optical fiber trunk with MPO-8/12 
connectivity as a backbone. This application is used to connect different switches, such as Leaf to Spine. 
It is the recommended option to follow when two different active devices are physically located in different 
areas within the data center. 

The main application for the Twin LC-Duplex transceiver is to link Quantum-2 or Spectrum-4 air-cooled 
switches together. A bright green marking on transceiver body indicates 2km maximum reach.  

Please refer to section 1.7, Table 10, to review the list of transceivers applicable for Use cases A and B in 
Scenarios 5 and 6. To learn more about Scalable Units and how to build a DGX SuperPOD, please refer 
to section 2 in this document. 

 

 

 

 

 

 

 

 

 

 

 

 

Item Reference Part 
Number 

OS2 Part Number 
(Americas) 

OS2 Part Number 
(EMEA and APJ) Description 

1 

Corning (a) 

787802GD120xxxF E787802GNZ20xxxM EDGE™ LC UPC Uniboot to LC UPC Uniboot 
Duplex Jumper, xxxF or xxxM 

2 ECM8-UM08-04-E8G-ULL ECM8-UM08-04-E8G-ULL EDGE8® Ultra-Low-Loss Module, LC duplex to 
MTP® (unpinned), 8-F, universal polarity 

3 GE7E7E4GPNDDU xxxF(b) GE7E7E4GLZDDU xxxM(b) 

EDGE8, MTP Trunk , 144-F, MTP APC (pinned) to 
MTP APC (pinned), 33-in (840-mm) legs, Type-B 
polarity, pulling grip on first end only, xxxF (feet) or 
xxxM (meters) 

4 EDGE8-xxU EDGE8-xxU Please refer to Annex 1 to choose the best option 
for your application 

 
Notes:  
a) Corning cables in the Americas use Plenum cable, while EMEA/APJ uses LSZH™/CPR rated cable. Jumper lengths are available from 1 to 300 meters. Lengths in 
meters are also available for the Americas. 
b) Trunks are available in fiber counts of 8 to 288 fibers. 
c) Corning cables support InfiniBand, Ethernet and NVLink protocols.  
d) Please review Corning’s polarity drawings in Annex 2. 
  

Table 7. Scenario 6 - 800G and 400G using Structured Cabling with LC Duplex connectivity at the active device. Part Number Scheme. 

 

Figure 6. Use cases for Structured Cabling utilizing 800G and 400G transceivers working with LC Duplex. 

项⽬ 参考部件号 OS2部件号 
（美洲）

OS2部件号  
（EMEA和亚太） 描述

1

Corninga)

787802GD120xxxF E787802GNZ20xxxM
EDGE™ LC UPC Uniboot到LC UPC 
Uniboot双⼯跳线。xxxF(英尺)或xxxM（⽶）

2 ECM8-UM08-04-E8G-ULL ECM8-UM08-04-E8G-ULL
EDGE8® 超低损耗模块，LC双⼯到MTP 

（不带针），8芯，通⽤极性

3 GE7E7E4GPNDDU xxxFb) GE7E7E4GLZDDU xxxMb)

EDGE8, MTP⼲线，144-F, MTP APC(不 
带针)到MTP APC（不带针），33-in 

（840mm）分⽀，B型极性，仅在⾸端配 
有拉拔握把，xxxF（英尺）或xxxM (⽶）

4 EDGE8-xxU EDGE8-xxU 请参阅附件1，为您的申请选择最佳⽅案

1.6. 场景6 - 800G和400G - 交换机到交换机应用

使用结构化布线，通过主干光缆在数据中心内连接LC双工到LC双工 
应用：Quantum-2 InfiniBand或Spectrum-4以太网到a) Quantum-2 InfiniBand或Spectrum-4以太网。

在场景6中，结构化布线的实现利用MPO-8/12光缆作为主干光缆。该应用用于连接不同的交换机，例如叶交换机到脊交换
机。当两个不同的有源设备物理上位于数据中心内的不同区域时，推荐使用该选项。

LC双工收发器的主要应用是将Quantum-2或Spectrum-4风冷开关连接在一起。收发器上的亮绿色标记表示最大连接距
离可达2km。

请参阅第1.7节表10，查看场景5和6中适用于用例A和B的收发器列表。要了解有关可扩展单元以及如何构建DGX 
SuperPOD的更多信息，请参阅本文档中的第2节。

注

a) 美洲地区的康宁光缆使用Plenum光缆，而EMEA/APJ地区使用LSZH™/CPR额定光缆。单跳线长度从1米到300米不等。美洲地区也提供以米为单位的长度选项。

b)  主干光缆有8到288芯光纤的规格。

c) 康宁光缆支持InfiniBand、以太网和NVLink协议。

d) 请查看康宁的极性图纸，详见附件 2。

表7. 场景6 - 使用结构化布线，结合LC双工连接的 800G和 400G在主动设备上的部件编号方案

图6. 使用800G和400G收发器，结合LC双工的结构化布线用例
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⽤ 
例

近端光学组件（左边） 远端光学组件（右边）
距离 光纤 

类型速度 NVIDIA端⼝ 收发器 速度 NVIDIA端⼝ 收发器

A

800G-2xDR4 MMS4X00-NM OSFP - 2x 8F 800G-2xDR4 MMS4X00-NM OSFP - 2x 8F 500m 单模

800G-2xDR4 MMS4X00-NM-T OSFP - 2x 8F 800G-2xDR4 MMS4X00-NM-T OSFP - 2x 8F 500m 单模

800G-2xDR4 MMS4X00-NS OSFP - 2x 8F 800G-2xDR4 MMS4X00-NS OSFP - 2x 8F 100m 单模

800G-2xDR4 MMS4X00-NS-FLT OSFP - 2x 8F 800G-2xDR4 MMS4X00-NS OSFP - 2x 8F 100m 单模

800G-2xDR4 MMS4X00-NS-T OSFP - 2x 8F 800G-2xDR4 MMS4X00-NS-T OSFP - 2x 8F 100m 单模

B
800G-2xDR4 MMS4X00-NS OSFP - 2x 8F 400G-DR4 MMS4X00-NS400 OSFP - 8F 100m 单模

800G-2xDR4 MMS4X00-NS-T OSFP - 2x 8F 400G-DR4 MS4X00 NS400-T OSFP - 8F 100m 单模

C
800G-2xDR4 MMS4X00-NS OSFP - 2x 8F 400G-DR4 MMS1X00-NS400 QSFP112 - 8F 100m 单模

800G-2xDR4 MMS4X00-NS-T OSFP - 2x 8F 400G-DR4 MS1X00 NS400-T QSFP112 - 8F 100m 单模

A
800G-2xSR4 MMA4Z00-NS OSFP - 2x 8F 800G-2xSR4 MMA4Z00-NS OSFP - 2x 8F 50m 多模

800G-2xSR4 MMA4Z00-NS-FLT OSFP - 2x 8F 800G-2xSR4 MMA4Z00-NS OSFP - 2x 8F 50m 多模

800G-2xSR4 MMA4Z00-NS-T OSFP - 2x 8F 800G-2xSR4 MMA4Z00-NS-T OSFP - 2x 8F 50m 多模

B
800G-2xSR4 MMA4Z00-NS OSFP - 2x 8F 400G-SR4 MMA4Z00-NS400 OSFP - 8F 50m 多模

800G-2xSR4 MMA4Z00-NS-T OSFP - 2x 8F 400G-SR4 MMA4Z00 NS400-T OSFP - 8F 50m 多模

C
800G-2xSR4 MMA4Z00-NS OSFP - 2x 8F 400G-SR4 MMA1Z00-NS400 QSFP112 - 8F 50m 多模

800G-2xSR4 MMA4Z00-NS-T OSFP - 2x 8F 400G-SR4 MMA1Z00 NS400-T QSFP112 - 8F 50m 多模

⽤ 
例

近端光学组件（左边） 远端光学组件（右边）
距离 光纤 

类型速度 NVIDIA端⼝ 收发器 速度 NVIDIA端⼝ 收发器

A
800G-2xDR4 MMS4X00-NS OSFP - 2x 8F 200G-DR4 MMS4X00-NS400 OSFP - 4F 100m 单模

800G-2xDR4 MMS4X00-NS-T OSFP - 2x 8F 200G-DR4 MS4X00 NS400-T OSFP - 4F 100m 单模

B
800G-2xDR4 MMS4X00-NS OSFP - 2x 8F 200G-DR4 MMS1X00-NS400 QSFP112 - 4F 100m 单模

800G-2xDR4 MMS4X00-NS-T OSFP - 2x 8F 200G-DR4 MS1X00 NS400-T QSFP112 - 4F 100m 单模

A
800G-2xSR4 MMA4Z00-NS OSFP - 2x 8F 200G-SR4 MMA4Z00-NS400 OSFP - 4F 50m 多模

800G-2xSR4 MMA4Z00-NS-T OSFP - 2x 8F 200G-SR4 MMA4Z00 NS400-T OSFP - 4F 50m 多模

B
800G-2xSR4 MMA4Z00-NS OSFP - 2x 8F 200G-SR4 MMA1Z00-NS400 QSFP112 - 4F 50m 多模

800G-2xSR4 MMA4Z00-NS-T OSFP - 2x 8F 200G-SR4 MMA1Z00 NS400-T QSFP112 - 4F 50m 多模

⽤ 
例

近端光学组件（左边） 远端光学组件（右边）
距离 光纤 

类型速度 NVIDIA端⼝ 收发器 速度 NVIDIA端⼝ 收发器

A
800G-2xFR4 MMS4X50-NM OSFP - 2x 2F 800G-2xFR4 MMS4X50-NM OSFP - 2x 2F 2km 单模

800G-2xFR4 MMS4X50-NM-T OSFP - 2x 2F 800G-2xFR4 MMS4X50-NM-T OSFP - 2x 2F 2km 单模

B
800G-2xFR4 MMS4X50-NM OSFP - 2x 2F 400G-FR4 MMS1V50-WM QSFP-DD - 2F 2km 单模

800G-2xFR4 MMS4X50-NM-T OSFP - 2x 2F 400G-FR4 MMS1V50-WM-T QSFP-DD - 2F 2km 单模

1.7.每个场景的收发器选项和端口拆分连接

要阅读以下表格，请遵循示例:

示例1：在场景2，用例B中，使用表8，图中左侧的800G-2xDR4、MMS4X00-NS通过2个MPO-8/12 APC连接，可以连接到两个
OSFP光模块MMS4X00-NS400，从而在右侧形成两个独立的400G连接。

示例2：在场景4，用例B中，使用表9，图中左侧的800G-2xDR4、MMS4X00-NS通过2个MPO-8/12 APC连接，可以利用Y型线
束连接到四个200G-DR4、QSFP112、MMS1X00-NS400，从而在右侧形成四个独立的200G连接。

表8. 场景1和2中用例A到C适用的收发器 

表9. 场景3和4中用例A到C适用的收发器 

表10. 场景5和6中用例A到C适用的收发器 
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Figure 8. Back of a DGX H100 CPU tray and its connectivity. 

2.2. Understanding the Quantum-2 9700 NDR IB Switches. 
The Quantum-2 switches allow for 32 OSFP Twin MPO-8/12 APC ports. This means that each switch can 
provide up to 64 single ports of 400 Gbps. 

Figure 9 illustrates an example of port mapping at the switch level, which can be used as a reference 
throughout the document. Note that this is just one possible method for customers to map such ports. 

As Quantum-2 switches will be deployed across the network in various roles, such as Leaf, Spine, or Core, 
port distribution can follow the approach suggested in Figure 9 for inter-switch connectivity. 

 
Figure 9. Example of port mapping for Quantum-2 switches. 

It is important to note that the OSFP Twin transceivers located in the bottom ports of the Quantum-2 switch 
will be upside down, reversing the port connections, as shown in Figure 10. In this example, we can observe 
that Twin Port 1 provides connections X and Y, while Twin Port 2, being upside down, provides connections 
Y and then X. A physical way to distinguish this is by the fins on both transceivers, which will be visually 
opposed to each other. 

 
Figure 10. Twin Transceiver port consideration. 

2.3. Understanding the concept of Scalable Unit, the building block of a SuperPOD. 
The system is built upon building blocks of Scalable Units (SUs), each containing 32 DGX H100 systems, 
which allows for the rapid deployment of systems of various sizes. 

Each SU contains 256 GPUs, distributed across 32 DGX H100 systems in 8 racks. There are 8 Leaf 
Switches for each Scalable Unit (SU). 

图8. DGX H100 CPU托盘的背面及其连接方式 

1 NVIDIA Reference Architecture Scalable Infrastructure: https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-h100/latest/network-fabrics.html

2.NVIDIA DGX SuperPOD布线架构参考指南

在本节中，我们将回顾如何连接NVIDIA DGX SuperPOD。虽然本指南使用NVIDIA DGX H100作为参考，但重要的是要注
意，类似的布线组件和基础设施也可用于涉及DGX B200和DGX GB200的应用。每个POD的具体考虑将取决于个别客户的
设计需求。

DGX SuperPOD由一定数量的可扩展单元(SU)组成，每个SU包含一定数量的节点(服务器)。此配置决定每个POD的GPU总
数。SU是SuperPOD的构建模块。

POD也可以被称为集群，这取决于每个客户的偏好。了解POD或集群的大小将决定InfiniBand叶交换机、 InfiniBand骨干
交换机和InfiniBand核心交换机所需的数量，这一点至关重要。基于该配置，我们可以计算所需的光缆或连接数量。

在图7中，如果我们以一个包含32个可扩展单元的中型集群或POD为例，这相当于1,024个节点或服务器，等同于8,192个
GPU。这个设置将需要一个POD中有256个IB叶交换机、256个IB主干交换机和128个 IB核心交换机。我们将在整个文档中
以这个POD大小作为参考。请注意，小型、中型或大型的分类并不是由NVIDIA定义的，但我们将在本指南中将其作为参考。

“光缆数量”这一列显示了连接系统所需的单个MPO-8/12 APC连接的数量。例如，要将每个节点（服务器）连接到IB叶交换
机，我们将需要8,192个MPO-8/12 APC连接。要将IB叶交换机连接到IB主干交换机，我们将需要额外的8,192个MPO-8/12 
APC连接。最后，要将IB主干交换机连接到IB核心交换机，我们还需要另外8,192个MPO-8/12 APC连接，总共在整个POD中
需要24,576个MPO-8/12 APC连接。

2.1. 了解DGX-H100节点 (服务器 )的计算网络连接

NVIDIA DGX-H100节点具有InfiniBand计算网络、InfiniBand存储网络、带内管理网络和带外管理网络的连接接口。

本架构指南的重点将集中在InfiniBand计算结构上。这种结构允许在每个节点上连接 4个双端口OSFP，总计8个400G连
接。这些连接使用单模或多模 MPO-8/12 APC连接器 进行连接，如图 8所示。

图 7. SuperPOD组件计数

SU 数量 节点数量
GPU 
数量

交换机数量 光缆数量

InfiniBand 
叶交换机

InfiniBand
脊交换机

InfiniBand
核⼼交换 

机

节点 
叶节点

叶节点- 
脊节点

脊节点- 
核⼼

4 128 1024 32 16 -- 1024 1024 1024

8 256 2048 64 32 -- 2048 2048 2048

16 512 4096 128 128 64 4096 4096 4096

32 1024 8192 256 256 128 8192 8192 8192

64 2048 16384 512 512 256 16384 16384 16384

⼩型集群/POD

中型集群/POD

⼤型集群/POD

https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-h100/latest/network-fabrics.html
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2.2. Understanding the Quantum-2 9700 NDR IB Switches. 
The Quantum-2 switches allow for 32 OSFP Twin MPO-8/12 APC ports. This means that each switch can 
provide up to 64 single ports of 400 Gbps. 

Figure 9 illustrates an example of port mapping at the switch level, which can be used as a reference 
throughout the document. Note that this is just one possible method for customers to map such ports. 

As Quantum-2 switches will be deployed across the network in various roles, such as Leaf, Spine, or Core, 
port distribution can follow the approach suggested in Figure 9 for inter-switch connectivity. 

 
Figure 9. Example of port mapping for Quantum-2 switches. 

It is important to note that the OSFP Twin transceivers located in the bottom ports of the Quantum-2 switch 
will be upside down, reversing the port connections, as shown in Figure 10. In this example, we can observe 
that Twin Port 1 provides connections X and Y, while Twin Port 2, being upside down, provides connections 
Y and then X. A physical way to distinguish this is by the fins on both transceivers, which will be visually 
opposed to each other. 

 
Figure 10. Twin Transceiver port consideration. 

2.3. Understanding the concept of Scalable Unit, the building block of a SuperPOD. 
The system is built upon building blocks of Scalable Units (SUs), each containing 32 DGX H100 systems, 
which allows for the rapid deployment of systems of various sizes. 

Each SU contains 256 GPUs, distributed across 32 DGX H100 systems in 8 racks. There are 8 Leaf 
Switches for each Scalable Unit (SU). 
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Figure 10. Twin Transceiver port consideration. 

2.3. Understanding the concept of Scalable Unit, the building block of a SuperPOD. 
The system is built upon building blocks of Scalable Units (SUs), each containing 32 DGX H100 systems, 
which allows for the rapid deployment of systems of various sizes. 

Each SU contains 256 GPUs, distributed across 32 DGX H100 systems in 8 racks. There are 8 Leaf 
Switches for each Scalable Unit (SU). 

2.2. 了解Quantum-2 9700 NDR IB交换机

Quantum-2交换机支持32个OSFP双MPO-8/12 APC端口。这意味着每台交换机最多可以提供64个 400Gbps的单端口。

图9展示了交换机级别端口映射的示例，用户可以在整个文档中将其作为参考。请注意，这只是客户进行端口映射的一种方
法。

由于Quantum-2交换机将在网络中作为叶节点、脊节点或核心节点等不同角色进行部署，端口分配可以按照图9中建议的
方法进行交换机间的连接。

2.3. 了解SuperPOD的构建块——可扩展单元的概念

该系统建立在可扩展单元(SU)的构建块上，每个单元包含32个DGX H100系统，允许快速部署各种规模的系统。

每个SU包含256个GPU，分布在8个机架中的32个DGX H100系统上。每个可扩展单元(SU)有8个叶交换机。

该网络架构经过轨道优化，即来自每个节点的具有相同端口号的主机通道适配器（HCA）连接到同一个叶节点交换机。这意味
着所有服务器的端口号1连接到叶节点交换机1，端口号2连接到叶节点交换机2，以此类推。

网络架构使用了Quantum-2 9700 InfiniBand交换机和800Gbps双OSFP光模块构建。

图11展示了基于以上信息的中间机架布局及其相关的计算网络组件。需要注意的是，还可以实现其他类型的布局。因此，在设
计阶段与Corning工程团队保持密切联系至关重要，以验证您的设计选择的最佳布线方案。

需要注意的是，位于Quantum-2交换机底部端口的OSFP光模块将会倒置，从而使端口连接方向相反，如图10所示。在这个
示例中，我们可以看到，双端口1提供了连接X和Y，而倒置的双端口2则提供了连接Y和X。区分这一点的物理方法是观察两个
光模块的散热片，它们将呈相对的方向。  

图9. Quantum-2交换机端口映射示例 

图 10. 双光模块端口注意事项



康宁光通信	 H100布线指南 | AEN185-A4-ZH | 页 14

 
Corning NVIDIA AI Architecture Cabling Guide, Revision 2 - Page 12 of 31 

© 2024 Corning Optical Communications LLC. All rights reserved. 
  Published: 13/Aug/2024 

 

The fabric is Rail-optimized, meaning that Host Channel Adapters (HCAs) with the same Port number from 
each node are connected to the same Leaf Switch. This means all Port number 1 connections from all 
servers will be connected to Leaf Switch number 1, Port number 2 to Leaf Switch number 2, and so on. 

The fabric is constructed using Quantum-2 9700 InfiniBand switches with 800Gbps/Twin port OSFP 
transceivers. 

Figure 11 illustrates a Middle-of-Row layout with the relevant Compute Fabric components in a Scalable 
Unit, based on the previous information. It is important to note that other types of layouts can be 
implemented. Therefore, maintaining close contact with Corning’s Engineering team during the design 
phase is crucial to validate the best cabling options for your design choice. 

 
Figure 11. Relevant Compute Fabric components in a Scalable Unit. 

2.4. Implementing the Cabling Scenarios within the NVIDIA DGX SuperPOD. 
To facilitate the identification of the different cabling components used in building an AI/ML cluster, Corning 
will utilize three levels of connectivity in this guide. These levels and the number of switches are based on 
the example of a 32 Scalable Unit Cluster or POD: 

Level A - Server to Leaf cabling. 

Level B - Leaf to Spine cabling. 

Level C - Spine to Core cabling. 

2.4.1. Level A – Server to Leaf cabling. 
A Scalable Unit can be cabled using point-to-point connections between the node (server) and the Leaf 
Switch (see Figure 1), with at least two cabling product options available (See Figure 12). In some specific 
custom designs, implementing structured cabling at the Scalable Unit level is also possible (see Figure 2). 

The first approach is to use 256 individual 8-fiber jumpers to create the connections from each twin 
transceiver. The second approach is to use 8 bundled jumpers instead. A bundled jumper consists of a 
group of 8-fiber MPO-8/12 APC patch cords grouped as a single 256-fiber unit with a flame-retardant wrap-
around mesh. The choice will depend on the specific requirements of the customer’s design. Regardless 
of the choice, we will bring a total of 256 MPO-8/12 APC connections to our Leaf Switches, which, in this 
example, are in a Middle-of-Row layout (see Figure 12). 

Previously, we described the compute fabric as Rail-optimized, with a total of 8 Rails. These Rails 
correspond to the 8 MPO-8/12 APC connections from each server. In the following examples, we will use 
color references, as indicated in Figures 12 and 13, to indicate each of these Rail connections. 

图11. 可扩展单元内的计算结构组件

2.4. 在NVIDIA DGX SuperPOD中实现布线场景

为了便于识别构建AI/ML集群时使用的不同布线组件，康宁将在本指南中使用三个级别的连接。这些级别和交换机数量是
基于32可扩展单元集群或POD的示例:

A级-服务器到叶节点的布线；

B级-叶节点到脊节点的布线；

C级-脊节点到核心层的布线。

2.4.1 A级 -服务器到叶节点的布线

一个可扩展单元可以通过节点（服务器）和叶节点交换机之间的点对点连接来布线（见图1），其中至少有两种布线产品选项
可供选择（见图12）。在一些特定的定制设计中，也可以在可扩展单元级别实施结构化布线（见图2）。

第一种方法是使用256根独立的8芯跳线来创建每个光模块的连接。第二种方法是使用8束跳线。束状跳线由一组8芯MPO-
8/12 APC跳线组成，作为一个256芯的单元，并包裹有阻燃网套，选择哪种方法将取决于客户设计的具体要求。无论选择哪
种方法，我们将总共连接256个MPO-8/12 APC端口到叶节点交换机。

在本例中，交换机采用中间机架布局（见图12）。先前，我们描述了计算网络架构为轨道优化设计，共有  8条轨道。这些轨道
对应于每台服务器的8个MPO-8/12 APC连接。在接下来的示例中，我们将使用图12和图13中所示的颜色标记来指示每条
轨道连接。
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Figure 12. Level A - Server to Leaf cabling describing number of connections and two product approaches. 

For Level A, we will illustrate the connections from the Server Rack to the InfiniBand Leaf Switches located 
in the Middle of the Row (MOR) of our Scalable Unit using a bundled jumper. If individual jumpers are 
chosen, the Rail mapping can be followed accordingly. 

In Figure 13, on the left, we can visualize a Server Rack with 4 servers, each depicting their respective 
Rails. On the right, we find the Leaf Switch Rack with 8 Leaf Switches, one for each Rail. As we know, 
these Quantum-2 switches allow for 32 Twin MPO-8/12 APC ports, meaning each switch can support up 
to 64 individual connections. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 13. Level A - Server to Leaf cabling utilizing Point-to-Point connection with a bundled jumper - Example based on 32 SU Cluster/POD. 

Cabling is executed using one bundled jumper per Server Rack to route all Rails of the same color from 
each server to their corresponding Leaf Switch color. In this example, Rail 8 (Black Rail) from each server 
is distributed to Leaf-08 Switch ports 1 to 4. With a total of 8 Server Racks in a Scalable Unit, Rail 8 will 
complete the first 32 port connections to Leaf-08, following the mapping shown in Figure 9, while the 
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Cabling is executed using one bundled jumper per Server Rack to route all Rails of the same color from 
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图12. A级 - 服务器到叶节点布线，描述连接数量和两种产品方案

图13. A级 - 服务器到叶节点布线，使用束状跳线的点对点连接，基于32个可扩展单元群/POD的示例

对于A级布线，我们将使用束状跳线展示从服务器机架到位于可扩展单元中间机架（MOR）的InfiniBand叶节点交换机的连
接。如果选择使用单根跳线，则可以按照轨道映射进行布线。

在图13的左侧，我们可以看到一个包含4台服务器的服务器机架，每台服务器对应其各自的轨道。在右侧，是叶节点交换机
机架，内含8台叶节点交换机，每个交换机对应一个轨道。众所周知，这些Quantum-2交换机支持32个双MPO-8/12 APC端
口，这意味着每台交换机可以支持多达64个独立连接。

多轨架构
该⽹络结构经过多轨接⼊优化，意味着每个

节点其中具有相同端⼝号的主机通道适配器
（HCA）将连接到同⼀个叶交换机。

也就是说，所有服务器的端⼝1连接将连接到
叶交换机1，端⼝2连接到叶交换机2，以此

类推。

布线通过每个服务器机架的一条束状跳线来执行，将每台服务器中相同颜色的所有轨道连接到相应颜色的叶节点交换机。
在此示例中，每台服务器的轨道8（黑色轨道）被分配到叶节点08交换机的端口1至4。在一个可扩展单元中共有8个服务器机
架，轨道8将按照图9所示的映射完成叶节点08的前32个端口连接，而剩余的32个端口连接将被路由到脊节点交换机。这个
过程会对每个服务器机架和轨道重复，直到可扩展单元内的所有连接完成。

每个可扩展单元（SU）需要总共256条MPO-8/12 APC 8芯连接（每台服务器8条）⾄叶交换机

每个可扩展单元(SU)需要总共256芯MPO-8/12 APC 8芯连接（每台服务器8条）⾄叶交换机

⼀个可扩展单元，多种⽅法：与客户合作共创成功未来

在这个示例中：每台服务器的8个MPO-8/12
APC连接分布在8个单独的IB叶交换机上，使

⽤256芯（32条跳线）的束装线缆进⾏点对点连接。

服务器到叶交换机的布线可以通过点对点跳 
线或带有⽹状护套的束装线缆完成。
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remaining 32 port connections are routed to the Spine Switches. This process repeats for each Server Rack 
and Rail until all connections are completed within the Scalable Unit. 

2.4.2. Level B – Leaf to Spine cabling. 
To connect the Leaf Switches to the Spine Switches, structured cabling is the recommended approach. 
However, in some designs, connections can also be made using point-to-point cabling. It is important to 
note that these connections can extend up to 500 meters (based on 800G-2xDR4, MMS4X00-NM 
transceivers), which can present significant challenges in managing the cabling for point-to-point 
configurations. 

As mentioned at the beginning of the architecture section, we are using a 32 Scalable Unit Cluster or POD 
as an example. By referring to the logic diagram presented in Figure 14 and the component count 
mentioned in Figure 7, we can observe that this design comprises a total of 256 Spine Switches, which are 
distributed across 16 Spine Racks. This indicates that each rack contains 16 Spine Switches. 

 
Figure 14. Logic Diagram for Rail 8 (Black Rail) in a 32 SU DGX H100 SuperPOD. 

Even though it is not the recommended option, let’s start by reviewing our cabling example using a point-
to-point connection with a bundled jumper to simplify the port mapping explanation. In Figure 15, on the 
left, we can see a Leaf Rack from one of our Scalable Units, where each switch is depicted with its 
respective Rail colors. On the right, we find one Spine Rack (out of 16) with 16 Spine Switches, two for 
each Rail color. 

For this example, let's use the Black Rail (Rail 8) as a reference. If we consider the connections from Leaf-
08 in Leaf Rack 1 (which is considered as the Leaf Rack in Scalable Unit 1) and use the Leaf Switch ports 
33 and 34 (as shown in the port mapping in Figure 9), we can route them to Spine Rack 1, connecting to 
Spine-15, Port 1 and Spine-16, Port 1. Since every Leaf Switch on the same Rail needs to be connected 
to every Spine Switch on the same Rail (two per Spine Rack), ports 33 and 34 from a different Leaf Switch 
in a different Scalable Unit will also connect to Spine Rack 1, connecting to Spine-16, Port 2 and Spine-15, 
Port 2, and so on. The objective is to establish connections between the Leaf Switches in all Scalable Units 
and the two Spine Switches in all the Spine Racks, as shown in Figure 15. Taking Rail-8 as a reference, 
this would require using 16 bundled jumpers from a single Leaf-08 Switch in Scalable Unit 1 to connect to 
16 different Spine Racks, resulting in connections to a total of 32x Rail 8 (Black Rail) Spine Switches, as 
shown in Figure 14. 

 

2.4.2 B级-叶节点到脊节点的布线

叶节点交换机和脊交换机之间的连接建议采用结构化布线方式。然而，在某些设计中，也可以使用点对点布线进行连接。需
要注意的是，这些连接可以延长高达500米(基于800G-2xDR4, MMS4X00-NM收发器)，这可能会给点对点配置的布线管理
带来重大挑战。

正如架构部分开头所提到的，我们使用32可扩展单元集群或POD作为示例。参考图14所示的逻辑图和图7所示的组件数，我
们可以观察到该设计共包含256个脊节点交换机，它们分布在16个脊节点机架上，说明每个机架包含16台脊节点交换机。

尽管这不是推荐的选择，我们还是先通过使用束状跳线进行点对点连接的布线示例来简化端口映射的说明。图15左侧显示
了我们其中一个可扩展单元的叶节点交换机机架，其中每个交换机都标注了其对应的轨道颜色。右侧显示的是一个脊节点
交换机机架（16个机架之一），包含16个脊节点交换机，每种轨道颜色对应两个脊节点交换机。

在这个示例中，我们以黑色轨道（轨道8）为参考。如果我们考虑从叶节点机架1中的叶节点交换机08（这是可扩展单元1中的
叶节点机架）连接，并使用叶节点交换机的端口33和34（如图9中的端口映射所示），我们可以将它们路由到脊节点机架1，连
接到脊节点15的端口1和脊节点16的端口1。由于同一轨道上的每个叶节点交换机都需要连接到同一轨道上的每个脊节点
交换机（每个脊节点机架上有两个），所以来自不同可扩展单元的不同叶节点交换机的端口33和34也会连接到脊节点机架1
，分别连接到脊节点交换机16的端口2和脊节点交换机15的端口2，依此类推。目标是建立所有可扩展单元中的叶节点交换
机与所有脊节点机架中的两个脊节点交换机之间的连接，如图15所示。以轨道8为参考，这将需要从可扩展单元1中的叶节
点交换机08使用16根束状跳线连接到16个不同的脊节点机架，从而连接到总共32个轨道8（黑色轨道）的脊节点交换机，如
图14所示。

图14. 在32个可扩展单元的DGX H100 SuperPOD中，轨道8（黑色轨道）的逻辑图

从每个叶交换机到脊交换机的单个端⼝连接

从脊交换机到核⼼交换机的双端⼝连接
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Figure 15. Level B – Leaf to Spine cabling using Point-to-Point connection with a bundled jumper - Example based on 32 SU Cluster/POD. 

Once we have understood how the mapping works for our Leaf to Spine Switch connection using a point-
to-p oint connection with a bundled jumper, let’s apply the same logic to the Structured Cabling Option. 

In Figure 16, on the left, we can see our Leaf Rack from one of our Scalable Units, where each switch is 
depicted with its respective Rail colors. On the right, we find the Spine Rack 1 (out of 16) with 16 Spine 
Switches, two for each Rail color. 

 

 
 
 
 
 
 
 
 
 
 

Figure 16. Level B – Leaf to Spine cabling using Structured Cabling with bundled jumpers - Example based on 32 SU Cluster/POD. 
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Figure 16. Level B – Leaf to Spine cabling using Structured Cabling with bundled jumpers - Example based on 32 SU Cluster/POD. 

图15. B级 - 叶节点到脊节点布线，使用束状跳线的点对点连接，基于32可扩展单元集群/POD的示例

图16. B级 - 叶节点到脊节点布线，使用束状跳线的结构化布线，基于32可扩展单元集群/POD的示例

在理解了如何通过使用束状跳线进行点对点连接来实现叶节点到脊节点交换机的映射后，我们可以将相同的逻辑应用到结
构化布线选项中。

在图16左侧，我们可以看到我们其中一个可扩展单元的叶节点交换机机架，其中每个交换机都标注了其对应的轨道颜色。右
侧显示的是脊节点机架1（16个机架之一），包含16个脊节点交换机，每种轨道颜色对应两个脊节点交换机。

在这个示例中：每台服务器的2条MPO-8/12 
APC连接线被分布到2个单独的脊交换机上， 

使⽤128芯（16条跳线）的束装线缆在点对 
点应⽤中进⾏连接。

叶交换机到脊交换机的布线通常使⽤结构化 
布线。在某些应⽤中，也可以使⽤点对点布 

线，通过跳线或带有⽹状护套的束装线缆进 
⾏连接。

IB 脊交换机机架，32个双端⼝ 
（16个交换机，每个轨道配备两个）

IB 脊交换机机架，32个双端⼝ 
（16个交换机，每个轨道配备两个）
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2.4.3 C级-脊节点到核心的布线

脊节点到核心交换机的布线可以通过点对点连接来实现。在一些特定的定制设计中，也可以在脊节点到核心连接级别实施
结构化布线，这将取决于核心交换机相对于脊节点的物理位置。另外一个选项是使用直连铜缆（DAC）。

以32可扩展单元集群或POD为例，该设计包含总共128个核心交换机，分布在8个核心机架中，每个机架包含16个核心交换
机。以图14中的逻辑图为参考，为了举例说明，核心机架被放置在两个脊节点机架之间。

为了简化端口映射说明，我们使用束状跳线进行点对点连接。在图17中，左侧显示的是脊节点机架1，右侧显示的是脊节点
机架2。正如我们所知，这些机架各自有16个脊节点交换机，每种轨道颜色对应两个交换机。在中间，我们有一个核心机架，
包含16个核心交换机。每个核心交换机将聚合来自各种脊节点交换机的不同轨道。

以本示例为目的，并基于图9中描述的端口映射，我们假设脊节点机架2在物理上“镜像”脊节点机架1。这意味着连接到脊节
点机架2中的叶节点交换机的端口是33到64，而不是1到32，连接到核心交换机的端口是1到32，而不是33到64。通过将核心
交换机机架置于中间，我们可以通过束状跳线进行直接路由。

首先，关注来自脊节点机架1的连接。脊节点机架1中的所有脊节点交换机的端口33和34将被路由到核心交换机01的端口1
到32；所有脊节点交换机的端口35和36将被路由到核心交换机02的端口1到 32，依此类推，直到脊节点交换机的端口63和
64被路由到核心交换机16的端口1到32。

接下来，我们需要处理来自脊节点机架2的连接。所有脊节点交换机的端口1和2将被路由到核心交换机 01的端口33到64；
所有脊节点交换机的端口3和4将被路由到核心交换机02的端口33到64，依此类推，直到脊节点交换机的端口31和32被路
由到核心交换机16的端口33到64。

仍然以黑色轨道（轨道8）为参考，如果我们从叶节点机架1中的叶节点-08交换机获取连接，并使用叶节点交换机的端口33
和34（如之前所做），我们可以使用遵循相同映射的束状跳线进行路由。然而，将会添加结构化布线组件，如适配器面板和机
箱，如图2所示。

目标是使用高芯数干线作为主干光缆，在不同区域之间进行高芯数的连接。我们将使用适配器面板将我们的连接从叶节点
到脊节点进行映射。

在图16的示例中，我们可以看到来自叶节点-08的33和34端口的束状连接跳线进入位置A的适配器面板1号托盘。其中前两
个适配器端口分配给黑色轨道。多个适配器面板随后使用主干布线将所有这些连接路由到数据中心另一部分的不同机箱，
遵循相同的映射。最后，我们使用束状跳线完成到脊节点15的端口1和脊节点16的端口1的连接，结果与点对点布线相同。

如果我们遵循这种映射类型，可能会有一些位置（例如我们的配线面板中的位置E和F）保持未使用。然而，在行业中，即使这
些备用适配器和连接在我们的映射示例中未必使用，利用备用位置仍然是一种常见做法。这些备用位置可以用来管理客户
可能需要的备用连接，从而提供灵活性并满足其特定要求。

实施这种结构化布线的主要优点是最大化预留空间并减少安装时间。它还允许轻松进行移动、增加和更改（MAC），尤其是
在叶节点交换机和脊节点交换机位于不同区域时。此外，它提供了未来扩展的灵活性，这是点对点布线无法支持的。
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Figure 17. Level C – Spine to Core cabling using Point-to-Point connection with a bundled jumper - Example based on 32 SU Cluster/POD. 

In Figure 18, we can take a closer look at how the cabling utilizing the bundled jumper could be done. This 
shows Spine Rack 1, with Ports 33 and 34 on all the Spine Switches being routed to Ports 1 to 32 on Core-
01. A vertical cable manager (depicted as a rack in Figure 18 only for exemplification) can be used to 
facilitate the bundled jumper routing from Spine to Core. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 18. Level C –Ports 33 and 34 on all the Spine Switches routed to Ports 1 to 32 on Core-01.- Example based on 32 SU Cluster/POD. 
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In Figure 18, we can take a closer look at how the cabling utilizing the bundled jumper could be done. This 
shows Spine Rack 1, with Ports 33 and 34 on all the Spine Switches being routed to Ports 1 to 32 on Core-
01. A vertical cable manager (depicted as a rack in Figure 18 only for exemplification) can be used to 
facilitate the bundled jumper routing from Spine to Core. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 18. Level C –Ports 33 and 34 on all the Spine Switches routed to Ports 1 to 32 on Core-01.- Example based on 32 SU Cluster/POD. 

 

图17. C级 - 脊节点到核心布线，使用束状跳线的点对点连接，基于32可扩展单元集群/POD的示例

图18. C级 - 所有脊节点交换机的端口33和34路由到核心交换机Core-01的端口1至32，基于32可扩展单元集群/POD的示例

在图18中，我们可以更详细地查看如何使用束状跳线进行布线。这显示了脊节点机架1，其中所有脊节点交换机的端口33和
34被路由到核心交换机Core-01的端口1到32。可以使用垂直线缆管理器（在图18中仅作为示例呈现为机架）来方便地进行从
脊节点到核心的束状跳线路由。

IB核⼼交换机机架，32个双端⼝（16个交换 
机： 所有脊交换机的33/34端⼝连接到核⼼ 
交换机#1； 所有脊交换机的35/36端⼝连接 

到核⼼交换机#2;...所有脊交换机的63/64端⼝ 
连接到核⼼交换机#16）。

IB 脊交换机机架，32个双端⼝ 
（16个交换机,每个轨道配备两个）

IB 脊交换机机架，32个双端⼝ 
（16个交换机，每个轨道配备两个）
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2.5. Multimode vs Single Mode. 
The decision to use either Multimode or Single Mode fiber within the network will depend on specific design 
considerations. Multimode fiber has a reach of up to 50 meters, which typically limits its application to 
Scalable Unit or Spine to Core connections. However, this may not always be practical, as the design of 
the Scalable Unit might not follow a Middle-of-Row layout or be physically close to each other. Similarly, 
the Spine and Core Switches might not be physically close to each other, which supports the case for using 
Single Mode fiber across the entire design. 

2.6. The Big Picture. 
Now that we have learned about the different Cluster or POD sizes, as well as how cabling can be done 
between the active equipment in the Compute Fabric, let’s visually summarize the components that can be 
used, these components will be dependent on the specific designs but would be mostly based on the 
different products and part numbers we have reviewed in this document. 

2.6.1. Cabling a 4 Scalable Unit (SU) Cluster/POD. 
In Figure 19, cabling a 4 SU POD with 128 servers, 32 Leaf Switches, and 16 Spine Switches requires: 

• 1,024 connections from Node to Leaf. 
• 1,024 connections from Leaf to Spine. 
• Optionally, if a Core is available, it would also require 1,024 connections. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 19. 4 Scalable Unit (SU) Cluster/POD with cabling Levels A, B, C. 

By utilizing the different levels of cabling that we have reviewed, we can understand the following: 

• Data Center Operators can use Level A at the Scalable Unit to perform Server-to-Leaf cabling using 
either point-to-point patch cords or bundled jumper assemblies. This would require either 256 
individual 8-fiber jumpers of varying lengths or only 8 bundled jumpers of 256 fibers each, with 
varying lengths, per SU. 

• Data Center Operators can use Level B to perform Leaf-to-Spine cabling using structured cabling. 
This would require the implementation of individual jumpers or bundled jumpers, adapter panels, 
housings, and multifiber trunks to serve as backbone cabling. With this backbone cabling, we can 
easily use 64 trunks (16 trunks of 144-fibers per Leaf), which would replace individual patch cords 
and bundled jumpers in a point-to-point connection. This method allows for spare ports, better 
management of complexity, and improved pathway space across the Data Center. 

• If a Core is implemented, Data Center Operators can use Level C to perform Spine-to-Core cabling 
using point-to-point patch cords, bundled jumper assemblies, or DACs. 

2.5 多模 vs 单模

在网络中使用多模光纤还是单模光纤的决策将取决于具体的设计考虑。多模光纤的传输距离最多为50米，通常限制其应用
于可扩展单元或脊节点到核心的连接。然而，这种情况并不总是实用，因为可扩展单元的设计可能不会遵循中间行布局，或
者物理位置不相邻。同样，脊节点交换机和核心交换机在物理距离上可能也不接近，这使得整个设计中更倾向于使用单模
光纤。

2.6. 整体概览

现在我们已经了解了不同的集群或POD尺寸，以及如何在计算布线系统的活动设备之间进行布线，让我们通过图示总结一
下可以使用的组件。这些组件将取决于具体的设计，但主要基于我们在本文中回顾的不同产品和部件编号。

2.6.1. 连接4个可扩展

单元(SU)集群/POD的布线

在图19中，将4个SU POD与128台服务器、32台叶节点交换机和16台脊节点交换机进行布线需要:

• 1,024个从节点到叶节点的连接

• 1,024个从叶节点到脊节点的连接

• 如果有核心交换机的话，还需要1,024个连接（可选）

通过应用我们已探讨的不同布线层级，可以得出以下结论：

•  数据中心运营商可以在可扩展单元中使用A级布线，进行服务器到叶节点的布线，使用点对点跳线或束状跳线组
件。这将需要每个可扩展单元256个独立的8芯跳线（长度可变），或者仅需8个每个含 256芯的束状跳线（长度可变）。

•  数据中心运营商可以使用B级布线，进行叶节点到脊节点的布线，采用结构化布线。这将需要安装单根跳线或束状
跳线、适配器面板、配线架和高芯数主干光缆作为主干布线。通过这种主干布线，我们可以轻松使用64条主干光缆（
每个叶节点16条主干光缆，每条144芯），这将替代点对点连接中的单根跳线和束状跳线。这种方法允许使用备用端
口，更好地管理复杂性，并提高数据中心中的通道空间。

•  如果部署核心交换机，数据中心运营商可以使用C级布线，进行脊节点到核心的布线，使用点对点跳线、束状跳线组
件或DAC（直连铜缆）。

图19. 包含A级、B级、C级布线的4个可扩展单元（SU）集群/POD

服务器到叶交换机的布线可以使⽤点
对点跳或束装线缆组件

叶交换机到脊交换机的布线使⽤结
构化布 线

脊交换机到核⼼交换机的布线可以使
⽤点对点跳线、束装线缆组件或直连
铜缆（DAC）

SU 数量 节点数量
GPU 
数量

交换机数量 光缆数量

InfiniBand 
叶交换机

InfiniBand
脊交换机

InfiniBand
核⼼交换 

机

节点 
叶节点

叶节点- 
脊节点

脊节点- 
核⼼

4 128 1024 32 16 -- 1024 1024 1024

8 256 2048 64 32 -- 2048 2048 2048

16 512 4096 128 128 64 4096 4096 4096

32 1024 8192 256 256 128 8192 8192 8192

64 2048 16384 512 512 256 16384 16384 16384
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2.6.2. Cabling an 8 Scalable Unit (SU) Cluster/POD. 
In Figure 20, cabling an 8 SU POD with 256 servers, 64 Leaf Switches, and 32 Spine Switches requires: 

• 2,048 connections from Node to Leaf. 
• 2,048 connections from Leaf to Spine. 
• Optionally, if a Core is available, it would also require 2,048 connections. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 20. 8 Scalable Unit (SU) Cluster/POD with cabling Levels A, B, C. 

By utilizing the different levels of cabling that we have reviewed, we can understand the following: 

• Data Center Operators can use Level A at the Scalable Unit to perform Server-to-Leaf cabling using 
either point-to-point patch cords or bundled jumper assemblies. This would require either 256 
individual 8-fiber jumpers of varying lengths or only 8 bundled jumpers of 256 fibers each, with 
varying lengths, per SU. 

• Data Center Operators can use Level B to perform Leaf-to-Spine cabling using structured cabling. 
This would require the implementation of individual jumpers or bundled jumpers, adapter panels, 
housings, and multifiber trunks to serve as backbone cabling. With this backbone cabling, we can 
easily use 128 trunks (16 trunks of 144-fibers per Leaf), which would replace individual patch cords 
and bundled jumpers in a point-to-point connection. This method allows for spare ports, better 
management of complexity, and improved pathway space across the Data Center. 

• If a Core is implemented, Data Center Operators can use Level C to perform Spine-to-Core cabling 
using point-to-point patch cords, bundled jumper assemblies, or DACs. 

 
 
 
 
 
 
 
 
 
 

2.6.2 连接8个可扩展单元(SU)集群/POD的布线

在图20中，将8个SU POD与256台服务器、64台叶节点交换机和32台脊节点交换机进行布线需要：

• 2,048个从节点到叶节点的连接

• 2,048个从叶节点到脊节点的连接

• 如果有核心交换机的话，还需要2,048个连接（可选）

通过应用我们已探讨的不同布线层级，可以得出以下结论：

•  数据中心运营商可以在可扩展单元中使用A级布线，进行服务器到叶节点的布线，使用点对点跳线或束状跳线组
件。这将需要每个可扩展单元256个独立的8芯跳线（长度可变），或者仅需8个每个含256芯的束状跳线（长度可变）。

•  数据中心运营商可以使用B级布线，进行叶节点到脊节点的布线，采用结构化布线。这将需要安装单根跳线或束状
跳线、适配器面板、配线架和高芯数主干光缆作为主干布线。通过这种主干布线，我们可以轻松使用128条主干光缆（
每个叶节点16条主干光缆，每条144芯），这将替代点对点连接中的单根跳线和束状跳线。这种方法允许使用备用端
口，更好地管理复杂性，并提高数据中心中的通道空间。

•  如果部署核心交换机，数据中心运营商可以使用C级布线，进行脊节点到核心的布线，使用点对点跳线、束状跳线组
件或DAC（直连铜缆）。

图20. 包含A级、B级、C级布线的 8个可扩展单元（SU）集群/POD

服务器到叶交换机的布线可以使⽤点 
对点跳线或束装线缆组件

叶交换机到脊交换机的布线使⽤结 
构化布线

脊交换机到核⼼交换机的布线可以使 
⽤点对点跳线、束装线缆组件或直连 
铜缆（DAC）

SU 数量 节点数量
GPU 
数量

交换机数量 光缆数量

InfiniBand 
叶交换机

InfiniBand
脊交换机

InfiniBand
核⼼交换 

机

节点 
叶节点

叶节点- 
脊节点

脊节点- 
核⼼

4 128 1024 32 16 -- 1024 1024 1024

8 256 2048 64 32 -- 2048 2048 2048

16 512 4096 128 128 64 4096 4096 4096

32 1024 8192 256 256 128 8192 8192 8192

64 2048 16384 512 512 256 16384 16384 16384



康宁光通信	 H100布线指南 | AEN185-A4-ZH | 页 22

 
Corning NVIDIA AI Architecture Cabling Guide, Revision 2 - Page 20 of 31 

© 2024 Corning Optical Communications LLC. All rights reserved. 
  Published: 13/Aug/2024 

 

2.6.3. Cabling a 16 Scalable Unit (SU) Cluster/POD. 
In Figure 21, cabling a 16 SU POD with 512 servers, 128 Leaf Switches, 128 Spine Switches and 64 Core 
Switches requires: 

• 4,096 connections from Node to Leaf. 
• 4,096 connections from Leaf to Spine. 
• 4,096 connections from Spine to Core. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 21. 16 Scalable Unit (SU) Cluster/POD with cabling Levels A, B, C. 

By utilizing the different levels of cabling that we have reviewed, we can understand the following: 

• Data Center Operators can use Level A at the Scalable Unit to perform Server-to-Leaf cabling using 
either point-to-point patch cords or bundled jumper assemblies. This would require either 256 
individual 8-fiber jumpers of varying lengths or only 8 bundled jumpers of 256 fibers each, with 
varying lengths, per SU. 

• Data Center Operators can use Level B to perform Leaf-to-Spine cabling using structured cabling. 
This would require the implementation of individual jumpers or bundled jumpers, adapter panels, 
housings, and multifiber trunks to serve as backbone cabling. With this backbone cabling, we can 
easily use 256 trunks (16 trunks of 144-fibers per Leaf), which would replace individual patch cords 
and bundled jumpers in a point-to-point connection. This method allows for spare ports, better 
management of complexity, and improved pathway space across the Data Center. 

• Data Center Operators can use Level C to perform Spine-to-Core cabling using point-to-point patch 
cords, bundled jumper assemblies, or DACs. 

 

 

 

 

 

 

 

2.6.3 连接16个可扩展 单元(SU)集群/POD的布线

在图21中，将16个SU POD与512台服务器、128台叶节点交换机和128台脊节点交换机进行布线需要:

· 4,096个从节点到叶节点的连接

· 4,096个从叶节点到脊节点的连

· 如果有核心交换机的话，还需要4,096个连接（可选）

通过应用我们已探讨的不同布线层级，可以得出以下结论：

•  数据中心运营商可以在可扩展单元中使用A级布线，进行服务器到叶节点的布线，使用点对点跳线或束状跳线组
件。这将需要每个可扩展单元256个独立的8芯跳线（长度可变），或者仅需8个每个含256芯的束状跳线（长度可变）。

•  数据中心运营商可以使用B级布线，进行叶节点到脊节点的布线，采用结构化布线。这将需要安装单根跳线或束状
跳线、适配器面板、配线架和高芯数主干光缆作为主干布线。通过这种主干布线，我们可以轻松使用256条主干光缆（
每个叶节点16条主干光缆，每条144芯），这将替代点对点连接中的单根跳线和束状跳线。这种方法允许使用备用端
口，更好地管理复杂性，并提高数据中心中的通道空间。

•  如果部署核心交换机，数据中心运营商可以使用C级布线，进行脊节点到核心的布线，使用点对点跳线、束状跳线组
件或DAC（直连铜缆）。

图 21. 包含A级、B级、C级布线的16个可扩展单元（SU）集群/POD

服务器到叶交换机的布线可以使⽤点 
对点跳线或束装线缆组件

叶交换机到脊交换机的布线使⽤结 
构化布线

脊交换机到核⼼交换机的布线可以使 
⽤点对点跳线、束装线缆组件或直连 
铜缆（DAC）

SU 数量 节点数量
GPU 
数量

交换机数量 光缆数量

InfiniBand 
叶交换机

InfiniBand
脊交换机

InfiniBand
核⼼交换 

机

节点 
叶节点

叶节点- 
脊节点

脊节点- 
核⼼

4 128 1024 32 16 -- 1024 1024 1024

8 256 2048 64 32 -- 2048 2048 2048

16 512 4096 128 128 64 4096 4096 4096

32 1024 8192 256 256 128 8192 8192 8192

64 2048 16384 512 512 256 16384 16384 16384
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2.6.4. Cabling a 32 Scalable Unit (SU) Cluster/POD. 
In Figure 22, cabling a 32 SU POD with 1,024 servers, 256 Leaf Switches, 256 Spine Switches and 128 
Core Switches requires: 

• 8,192 connections from Node to Leaf. 
• 8,192 connections from Leaf to Spine. 
• 8,192connections from Spine to Core. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 22. 32 Scalable Unit (SU) Cluster/POD with cabling Levels A, B, C. 

By utilizing the different levels of cabling that we have reviewed, we can understand the following: 

• Data Center Operators can use Level A at the Scalable Unit to perform Server-to-Leaf cabling using 
either point-to-point patch cords or bundled jumper assemblies. This would require either 256 
individual 8-fiber jumpers of varying lengths or only 8 bundled jumpers of 256 fibers each, with 
varying lengths, per SU. 

• Data Center Operators can use Level B to perform Leaf-to-Spine cabling using structured cabling. 
This would require the implementation of individual jumpers or bundled jumpers, adapter panels, 
housings, and multifiber trunks to serve as backbone cabling. With this backbone cabling, we can 
easily use 512 trunks (16 trunks of 144-fibers per Leaf), which would replace individual patch cords 
and bundled jumpers in a point-to-point connection. This method allows for spare ports, better 
management of complexity, and improved pathway space across the Data Center. 

• Data Center Operators can use Level C to perform Spine-to-Core cabling using point-to-point patch 
cords, bundled jumper assemblies, or DACs. 

 
 
 
 
 
 
 
 

2.6.4 连接32个可扩展单元(SU)集群/POD的布线

在图22中，将32个SU POD与1,024台服务器、256台叶节点交换机、256台脊节点交换机和128台核心交换机进行布线需要:

• 8,192个从节点到叶节点的连接

• 8,192个从叶节点到脊节点的连接

• 8,192个从脊节点到核心的连接

通过应用我们已探讨的不同布线层级，可以得出以下结论：

•  数据中心运营商可以在可扩展单元中使用A级布线，进行服务器到叶节点的布线，使用点对点跳线或束状跳线组
件。这将需要每个可扩展单元256个独立的8芯跳线（长度可变），或者仅需8个每个含256芯的束状跳线（长度可变）。

•  数据中心运营商可以使用B级布线，进行叶节点到脊节点的布线，采用结构化布线。这将需要安装单根跳线或束状
跳线、适配器面板、配线架和高芯数主干光缆作为主干布线。通过这种主干布线，我们可以轻松使用512条主干光缆（
每个叶节点16条主干光缆，每条144芯），这将替代点对点连接中的单根跳线和束状跳线。这种方法允许使用备用端
口，更好地管理复杂性，并提高数据中心中的通道空间。

•  如果部署核心交换机，数据中心运营商可以使用C级布线，进行脊节点到核心的布线，使用点对点跳线、束状跳线组
件或DAC（直连铜缆）。

图 22. 包含A级、B级、C级布线的 32个可扩展单元（SU）集群/POD

服务器到叶交换机的布线可以使⽤点 
对点跳线或束装线缆组件

叶交换机到脊交换机的布线使⽤结 
构化布线

脊交换机到核⼼交换机的布线可以使 
⽤点对点跳线、束装线缆组件或直连 
铜缆（DAC）

SU 数量 节点数量
GPU 
数量

交换机数量 光缆数量

InfiniBand 
叶交换机

InfiniBand
脊交换机

InfiniBand
核⼼交换 

机

节点 
叶节点

叶节点- 
脊节点

脊节点- 
核⼼

4 128 1024 32 16 -- 1024 1024 1024

8 256 2048 64 32 -- 2048 2048 2048

16 512 4096 128 128 64 4096 4096 4096

32 1024 8192 256 256 128 8192 8192 8192

64 2048 16384 512 512 256 16384 16384 16384
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2.6.5. Cabling a 64 Scalable Unit (SU) Cluster/POD. 
In Figure 23, cabling a 64 SU POD with 2,048 servers, 512 Leaf Switches, 512 Spine Switches and 256 
Core Switches requires: 

• 16,384 connections from Node to Leaf. 
• 16,384 connections from Leaf to Spine. 
• 16,384connections from Spine to Core. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 23. 64 Scalable Unit (SU) Cluster/POD with cabling Levels A, B, C. 

By utilizing the different levels of cabling that we have reviewed, we can understand the following: 

• Data Center Operators can use Level A at the Scalable Unit to perform Server-to-Leaf cabling using 
either point-to-point patch cords or bundled jumper assemblies. This would require either 256 
individual 8-fiber jumpers of varying lengths or only 8 bundled jumpers of 256 fibers each, with 
varying lengths, per SU. 

• Data Center Operators can use Level B to perform Leaf-to-Spine cabling using structured cabling. 
This would require the implementation of individual jumpers or bundled jumpers, adapter panels, 
housings, and multifiber trunks to serve as backbone cabling. With this backbone cabling, we can 
easily use 1,204 trunks (16 trunks of 144-fibers per Leaf), which would replace individual patch 
cords and bundled jumpers in a point-to-point connection. This method allows for spare ports, better 
management of complexity, and improved pathway space across the Data Center. 

• Data Center Operators can use Level C to perform Spine-to-Core cabling using point-to-point patch 
cords, bundled jumper assemblies, or DACs. 

2.7. Conclusion. 
In summary, understanding the detailed cabling requirements for each level (A, B, and C) is crucial for 
optimizing the deployment of a DGX SuperPOD. In addition, implementing structured cabling where 
possible can enhance manageability and efficiency, particularly in large-scale setups. 

Engaging with Corning engineering teams during the design phase ensures that cabling strategies align 
with specific data center layouts and customer requirements. 

 
 
 

2.6.5 连接64个可扩展单元(SU)集群/POD的布线

在图23中，将64个SU POD与2,048台服务器、512台叶节点交换机、512台脊节点交换机和256台核心交换机进行布线需要:

• 16,384个从节点到叶节点的连接

• 16,384个从叶节点到脊节点的连接

• 16,384个从脊节点到核心的连接

2.7 结论

总之，了解每个级别(A、B和C)的详细布线要求对于优化DGX SuperPOD的部署至关重要。此外，在可能的情况下实施结构
化布线可以提高可管理性和效率，特别是在大规模设置中。

在设计阶段与康宁工程团队合作，确保布线策略与特定的数据中心布局和客户要求保持一致。

通过应用我们已探讨的不同布线层级，可以得出以下结论：

•  数据中心运营商可以在可扩展单元中使用A级布线，进行服务器到叶节点的布线，使用点对点跳线或束状跳线组
件。这将需要每个可扩展单元256个独立的8芯跳线（长度可变），或者仅需8个每个含256芯的束状跳线（长度可变）。

•  数据中心运营商可以使用B级布线，进行叶节点到脊节点的布线，采用结构化布线。这将需要安装单根跳线或束状
跳线、适配器面板、配线架和高芯数主干光缆作为主干布线。通过这种主干布线，我们可以轻松使用1,024条主干光缆

（每个叶节点16条主干光缆，每条144芯），这将替代点对点连接中的单根跳线和束状跳线。这种方法允许使用备用
端口，更好地管理复杂性，并提高数据中心中的通道空间。

•  如果部署核心交换机，数据中心运营商可以使用C级布线，进行脊节点到核心的布线，使用点对点跳线、束状跳线组
件或DAC（直连铜缆）。

图23. 包含A级、B级、C级布线的64个可扩展单元（SU）集群/POD

服务器到叶交换机的布线可以使⽤点 
对点跳线或束装线缆组件

叶交换机到脊交换机的布线使⽤结 
构化布线

脊交换机到核⼼交换机的布线可以使 
⽤点对点跳线、束装线缆组件或直连 
铜缆（DAC）

SU 数量 节点数量
GPU 
数量

交换机数量 光缆数量

InfiniBand 
叶交换机

InfiniBand
脊交换机

InfiniBand
核⼼交换 

机

节点 
叶

节点

叶节点- 
脊节点

脊节点- 
核⼼

4 128 1024 32 16 -- 1024 1024 1024

8 256 2048 64 32 -- 2048 2048 2048

16 512 4096 128 128 64 4096 4096 4096

32 1024 8192 256 256 128 8192 8192 8192

64 2048 16384 512 512 256 16384 16384 16384
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附件1 -高密度配线架

EDGE8®HD配线架安装在19英寸机架或机柜中，与EDGE8模块、面板、线束、中继器和跳线结合使用时，可提供业界领先的
超高密度连接。

由于每个客户和项目都有特定的需求，请在BOM中添加最适合您需求的配线架：

部件编号 最⼤模块/ 
⾯板数 最⼤光纤密度 ⾼度

EDGE8-01U-SP 18

LC 144芯

1U

MTP® 576芯

EDGE8-02U 36

LC 288芯

2U

MTP® 1,152芯

EDGE8-04U 72

LC 576芯

3U

MTP® 2,304芯

表11. 高密度配线架
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Scenario 1 - 800G and 400G - Server to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Point-to-Point Cabling. 
Use Case A. 
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Figure 24 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case A. 

Use Case B. 

Rx5
Rx6
Rx7
Rx8

x
x
x
x

Tx8
Tx7
Tx6
Tx5

Rx1
Rx2
Rx3
Rx4

x
x
x
x

Tx4
Tx3
Tx2
Tx1

1

12

Key Up 
– MTP 1

1
12

1

12

Key Up 
– MTP 1

1
12

Transceiver

12
1

Key Up – 
MTP 1

Tx1
Tx2
Tx3
Tx4
x
x
x
x

Rx4
Rx3
Rx2
Rx1

Tx5
Tx6
Tx7
Tx8
x
x
x
x

Rx8
Rx7
Rx6
Rx5

Transceiver

12
1

Key Up – 
MTP 1

Tx1
Tx2
Tx3
Tx4

x
x
x
x

Rx4
Rx3
Rx2
Rx1

Tx5
Tx6
Tx7
Tx8

x
x
x
x

Rx8
Rx7
Rx6
Rx5

Transceiver

Twin MPO-8/12 
APC Interface 

(OSFP)

Twin MPO-8/12 
APC Interface 

(OSFP)

Twin MPO-8/12 
APC Interface 

(OSFP)

Not Used

Not Used

 
Figure 25 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case B. 

Use Case C. 
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Figure 26 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case C. 
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Figure 24 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case A. 
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Figure 25 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case B. 

Use Case C. 
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Figure 26 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case C. 
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Figure 24 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case A. 
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Figure 25 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case B. 

Use Case C. 
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Figure 26 - Scenario 1 - 800G and 400G - Switch to Server Local - Use Case C. 

附件2 -极性图纸

极性图，通常被称为光纤极性图，在使用光纤布线设计和实施数据中心链路时是必不可少的。它们在确保不同网络组件之
间的适当连接、信号完整性和兼容性方面发挥着至关重要的作用。

本节将介绍适用于前面描述的每种场景的特定极性图。

场景1—800G和400G—服务器到交换机应用 MPO-8/12 APC到MPO-8/12 APC使用点对点布线

用例A：

用例B：

用例C：

图24. 场景1-800G和400G-交换机到服务器本地 - 用例A

图25. 场景1-800G和400G-交换机到服务器本地 - 用例B

图26. 场景1 - 800G和400G -交换机到服务器本地  - 用例C
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Scenario 2 - 800G and 400G - Switch to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 27 - Scenario 2 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case A. 

 
Use Case B. 
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Figure 28 - Scenario 2 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case B. 

Use Case C. 
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Figure 29 - Scenario 2 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case C. 
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Figure 29 - Scenario 2 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case C. 
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Scenario 2 - 800G and 400G - Switch to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 27 - Scenario 2 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case A. 

 
Use Case B. 
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Figure 28 - Scenario 2 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case B. 

Use Case C. 
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Figure 29 - Scenario 2 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case C. 

场景2 - 800G和400G -交换机到交换机应用 MPO-8/12 APC到MPO-8/12 APC通过主干结构化布线跨数据中心连接

用例A：

用例B：

用例C：

图27. 场景2 - 800G和400G -交换机到交换机通过主干跨数据中心连接 - 用例A

图28. 场景2 - 800G和400G -交换机到交换机通过主干跨数据中心连接 - 用例 B

图 29. 场景2 - 800G和400G -交换机到交换机通过主干跨数据中心连接 - 用例C
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Scenario 3 - 800G and 200G - Server to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Point-to-Point Cabling. 
Use Case A. 
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Figure 30 - Scenario 3 - 800G and 200G - Switch to Server Local - Use Case A. 

 
 
 
 
 
 
 
 
 

场景3 - 800G和200G -服务器到交换机应用 MPO-8/12 APC到MPO-8/12 APC采用点对点布线

用例A：

图30. 场景3 - 800G和 200G -交换机到本地服务器-用例A
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Use Case B. 
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Figure 31 - Scenario 3 - 800G and 200G - Switch to Server Local - Use Case B. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

用例B：

图31. 场景3 - 800G和200G -交换机到本地服务器-用例B
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Scenario 4 - 800G and 200G - Switch to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 32 - Scenario 4 - 800G and 200G - Switch to Switch Across DC with Trunk - Use Case A. 

Use Case B. 
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Figure 33 - Scenario 4 - 800G and 200G - Switch to Switch Across DC with Trunk - Use Case B. 
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Scenario 4 - 800G and 200G - Switch to Switch Applications. 
MPO-8/12 APC to MPO-8/12 APC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 32 - Scenario 4 - 800G and 200G - Switch to Switch Across DC with Trunk - Use Case A. 

Use Case B. 
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Figure 33 - Scenario 4 - 800G and 200G - Switch to Switch Across DC with Trunk - Use Case B. 

场景4—800G和200G—交换机到交换机应用 
MPO-8/12 APC到MPO-8/12 APC，使用结构化布线跨数据中心连接

用例A：

用例B：

图32. 场景4 - 800G和200G -交换机到交换机通过主干跨数据中心连接 - 用例A

图33. 场景4 - 800G和200G -交换机到交换机通过主干跨数据中心连接 - 用例B
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Scenario 5 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex to LC-Duplex using Point-to-Point Cabling. 
Use Case A. 
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Figure 34 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case A. 

 
Use Case B. 
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Figure 35 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case B. 

 
Scenario 6 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex UPC to LC-Duplex UPC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 36 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case A. 

 
Use Case B. 
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Figure 37 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case B. 
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Scenario 5 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex to LC-Duplex using Point-to-Point Cabling. 
Use Case A. 
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Figure 34 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case A. 

 
Use Case B. 
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Figure 35 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case B. 

 
Scenario 6 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex UPC to LC-Duplex UPC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 36 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case A. 

 
Use Case B. 
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Figure 37 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case B. 
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Scenario 5 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex to LC-Duplex using Point-to-Point Cabling. 
Use Case A. 
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Figure 34 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case A. 

 
Use Case B. 
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Figure 35 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case B. 

 
Scenario 6 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex UPC to LC-Duplex UPC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 36 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case A. 

 
Use Case B. 
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Figure 37 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case B. 

 
 
 
 
 

 
Corning NVIDIA AI Architecture Cabling Guide, Revision 2 - Page 30 of 31 

© 2024 Corning Optical Communications LLC. All rights reserved. 
  Published: 13/Aug/2024 

 

Scenario 5 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex to LC-Duplex using Point-to-Point Cabling. 
Use Case A. 
 

TX
RXTX

RX B
AB

A

TX
RXTX

RX B
AB

A

Twin LC-Duplex 
Interface (OSFP)

Twin LC-Duplex 
Interface (OSFP)

 
Figure 34 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case A. 

 
Use Case B. 
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Figure 35 - Scenario 5 - 800G and 400G - Switch to Switch Local - Use Case B. 

 
Scenario 6 - 800G and 400G - Switch to Switch Applications. 
LC-Duplex UPC to LC-Duplex UPC using Structured Cabling Across DC with Trunk. 
Use Case A. 
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Figure 36 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case A. 

 
Use Case B. 
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Figure 37 - Scenario 6 - 800G and 400G - Switch to Switch Across DC with Trunk - Use Case B. 

 
 
 
 
 

情景 5 - 800G 和 400G - 交换机到交换机应用 LC-双工到 LC-双工使用点对点布线

场景6 - 800G和400G -交换机到交换机应用 
LC-双工UPC到LC  -双工UPC使用结构化布线通过数据中心的主干光缆连接

用例A：

用例A：

用例B：

用例B：

图34. 场景5 - 800G和400G -交换机到本地交换机-用例A

图35. 场景5 - 800G和400G -交换机到本地交换机-用例B

图37. 场景6 - 800G和400G -交换机到交换机通过主干跨数据中心连接 - 用例B

图36. 场景6 - 800G和400G -交换机到交换机通过主干跨数据中心连接 - 用例A



附件3 -参考文献和联系人

本节包含NVIDIA概述白皮书的部分参考列表。有关NVIDIA产品的更多详细信息，请访问https://docs.nvidia.com/

收发器:

•	 MMS4X00-NM 800Gbps Twin-port OSFP 2x400Gb/s Single Mode 2xDR4, 500m  
 https://docs.nvidia.com/networking/display/mms4x00nm800g500m/application+overview

•	 MMS4X00-NS 800Gbps Twin-port OSFP 2x400Gb/s Single Mode 2xDR4, 100m  
 https://docs.nvidia.com/networking/display/800gmms4x00ns/overview

•	 MMA4Z00-NS 800Gb/s Twin-port OSFP, 2x400Gb/s Multimode 2xSR4, 50m   
 https://docs.nvidia.com/networking/display/800gmma4z00ns/overview

•	 MMS4X50-NM 800Gb/s Twin-port OSFP, 2x400Gb/s Single Mode 2xFR4, 2km   
 https://docs.nvidia.com/networking/display/mms4x50nm800g2kmpub

英伟达光缆:

•	 MFP7E30-Nxxx，单模直交叉光纤线缆 
 https://docs.nvidia.com/networking/display/mfp7e30nxxxpub/specifications

•	 MFP7E40-Nxxx，单模分路交叉光纤线缆 
 https://docs.nvidia.com/networking/display/mfp7e40nxxxpub/specifications

•	 MFP7E10-Nxxx，多模直交叉光纤线缆 
 https://docs.nvidia.com/networking/display/mfp7e10nxxx/specifications

•	 MFP7E20-Nxxx，多模分路交叉光纤线缆  
 https://docs.nvidia.com/networking/display/mfp7e20nxxx/specifications

DGX SuperPOD架构:

•	 DGX H100 
 https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-h100/latest/dgx- 
 superpod-architecture.html

•	 DGX B200 
 https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-b200/latest/dgx- 
 superpod-architecture.html

•	 DGX GB200 
 https://www.nvidia.com/en-us/data-center/dgx-superpod-gb200/

康宁光通信中国·上海市漕河泾高新科技开发区桂箐路111号立明大厦3楼 (200233)
电话 ：+86 21 5450 4888 · 传真：+86 21 5427 7898 · www.corning.com/opcomm/cn
康宁光通信保有改进、提高和修改康宁光通信产品的功能和规格的权利，恕不另行通知。康宁光通信的完整商标列表可在www.corning.com/opcomm/trademarks上获得。
其他所有商标均为其各自所有者所有。康宁光通信通过了ISO 9001认证。© 2025康宁光通信版权所有 AEN185-A4-ZH / December 2025 

https://docs.nvidia.com/
https://docs.nvidia.com/networking/display/mms4x00nm800g500m/application+overview
https://docs.nvidia.com/networking/display/800gmms4x00ns/overview
https://docs.nvidia.com/networking/display/800gmma4z00ns/overview
https://docs.nvidia.com/networking/display/mms4x50nm800g2kmpub
https://docs.nvidia.com/networking/display/mfp7e30nxxxpub/specifications
https://docs.nvidia.com/networking/display/mfp7e40nxxxpub/specifications 
https://docs.nvidia.com/networking/display/mfp7e10nxxx/specifications 
https://docs.nvidia.com/networking/display/mfp7e20nxxx/specifications 
https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-h100/latest/dgx-superpod-architecture.html
https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-h100/latest/dgx-superpod-architecture.html
https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-b200/latest/dgx-superpod-architecture.html
https://docs.nvidia.com/dgx-superpod/reference-architecture-scalable-infrastructure-b200/latest/dgx-superpod-architecture.html
https://www.nvidia.com/en-us/data-center/dgx-superpod-gb200/

