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ABSTRACT

It is well known that non-uniform illumination of a spectrometer changes the measured spectra. Laboratory calibration of hyperspectral imaging systems is careful to minimize this effect by providing repeatable, uniform illumination\textsuperscript{1,2}. In hyperspectral measurements the real world images result in non-uniform illumination. We define the resulting variation as real-world noise and we compare real-world noise to other noise sources. Both in-flight performance and calibration transfer between instruments degrade significantly because of real-world noise.
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1. INTRODUCTION

Hyperspectral imaging systems are designed to measure the spectral content of each pixel of an image. The measurements are used in developing an algorithm to classify objects and later to identify objects with that algorithm. Minimal success requires reproducible measurements on a single instrument. Transferring an algorithm between systems requires reproducible measurements on a set of instruments.

Much design and expense is used to reduce the noise sources that limit reproducibility in hyperspectral imaging systems.\textsuperscript{3,4} Similar efforts apply to the development of algorithms that encompass all of the scene variations observed by the system.\textsuperscript{5}

The noise that originates in the coupling of the scene variations into the system is generally ignored. We define this noise as real world noise because it is not observed during laboratory measurements of the system. We examine this noise in a hyperspectral imaging system based on a spectrometer, but real world noise exists in all hyperspectral systems. We estimate that real world noise has significant magnitude. We examine mitigation.

2. A SIMPLE EXAMPLE

Consider the hyperspectral imaging system based on the 3-pixel spectrometer shown in figure 1. The scene is imaged on the entrance slit of the spectrometer. In the spectrometer the entrance slit is imaged on the focal plane. The focal plane has three pixels centered at red = 650 [nm], yellow = 550 [nm], and blue = 450 [nm]. We have developed the calibration shown in figure 2 for objects in the town of Simpleville. Simpleville consists of 650 [nm] red roofs, 450 [nm] blue cars, 500 [nm] green cars, and 550 [nm] yellow cars. The green cars are identified by their equal illumination of the blue and yellow pixels. The other objects give unique signals from single pixels.

Figure 1. An Offner spectrometer based hyperspectral imaging system
Figure 2. Simpleville hyperspectral scenes. In (a) the 650 [nm] red roof at the entrance slit is imaged onto the red pixel. In (b) the 450 [nm] blue car is imaged on the blue pixel. In (c) the 550 [nm] yellow car is imaged on the yellow pixel. In (d), the 500 nm green car is imaged at the 500 nm position. The image is partly on the blue pixel and partly on the yellow pixel.

What happens if there are two objects imaged on the entrance slit? Figure 3 shows the entrance slit split between the green car and the red roof. In this configuration the car only generates a blue signal so it is identified as blue.

Figure 3. The spectrometer images the half of the red roof at the entrance slit onto half of the red pixel. The red roof is still identified as red. The spectrometer images the half of the green car at the entrance slit onto half of the blue pixel. The car-half that was imaged onto the yellow pixel in Fig.2d is not present.

The Simpleville example shows the mechanism of real world noise. The importance of real world noise can be determined by simulation. Simulation can estimate of the magnitude of real world noise compared to other noise sources. Simulation can also determine if real-world noise is highly correlated and easily removed by analysis.
3. SIMULATION OF THE IRRADIANCE AT THE FOCAL PLANE

The spectral irradiance at the focal plane of a spectrograph, \( E'_{\lambda, x', y'} \) in a hyperspectral imaging system is related to the spectral irradiance of the entrance slit \( E_{\lambda, x, y} \) by

\[
E'_{\lambda, x', y'}(\lambda, x', y') = \int \int_{slit} E_{\lambda, x, y} R(x, x', y, y', \lambda) \, dx \, dy
\]

(1)

where \( R(x, x', y, y', \lambda) \) is the instrumental transfer function of the spectrograph

\( x, y \) are the vertical and horizontal coordinates in the entrance slit plane

\( x', y' \) are the vertical and horizontal coordinates in the focal plane

spectral dispersion is in the horizontal plane

Consider an ideal spectrograph with no losses, perfect imaging, linear dispersion, and unity magnification. The spectrograph transfers light of wavelength, \( \lambda_0 \), from the entrance slit center, \( y = 0 \), to the center of the exit focal plane, \( y' = 0 \), with dispersion, \( D \). Then, the instrumental response function, \( R \), for the spectrograph is

\[
R[y, y', \lambda] = \delta[y' - y + D(\lambda_0 - \lambda)]
\]

(2)

where the dispersion, typically nanometers per millimeter, is \( D \).

There is no dependence on vertical position, so \( x' = x \) and the spectral irradiance at the focal plane becomes

\[
E'_{\lambda, x', y'}(\lambda, x', y') = \int_{y_{min}}^{y_{max}} E_{\lambda, x', y'} R_{inst}[y, y', \lambda] \, dy
\]

(3)

From equations (2) and (3) and knowledge of the spectral irradiance at the entrance slit, it is possible to calculate the spectral irradiance at the exit slit.

4. PROPERTIES OF REAL WORLD NOISE

The lodgepole pine spectra in the USGS Spectral Library are typical of airborne spectral measurements. The data originates from the AVIRIS spectrometer and has approximately 10 [nm] resolution. The set of eleven spectra shown in Figure 4 are derived from the original data by 3-point-spline interpolated from the original data onto a linear wavelength scale having 2 [nm] spacing. In addition, normalizing the average intensity of each spectrum removes gross illumination variation.

The spectra are the basis for simulating the output of a spectrometer with a 20 [nm] bandpass. 20 nm is a reasonable simulation choice. During the design of a hyperspectral imaging system the spectral bandwidth is selected to approximate the linewidths of the spectral lines that are observed. The narrowest features in the lodgepole pine spectra have 50 [nm] bandwidths.

Two different entrance slit spectral irradiances are used in simulation. A uniform irradiance simulates measurements without real world noise. This irradiance is used for each of the original spectra. Irradiance over half of the slit with a randomized origin simulates measurements with real world noise. This irradiance is applied to the average spectrum only. Half-slit irradiance is a reasonable simulation choice. During the design of a hyperspectral imaging system the width of the spectrometer entrance slit is selected to approximate the sizes of the interesting features in the image. Many real systems present images to the entrance slit that have resolutions ten times smaller than the entrance slit.

Simulation uses equations (2) and (3). The integration of equation (3) is approximated by a summation over tenth-slit increments, corresponding to the 2[nm] granularity of the interpolated lodgepole pine irradiance spectra.
The standard deviation at each wavelength is used as a measure of noise. The uniform irradiance spectra span the range of variations in the original data set. The real-world irradiance spectra are the result of applying real world noise to a single average spectrum. Figure 5 shows the comparison. The variation induced by real world noise is about 7% of the original variation in the data set.
While real-world noise has significant magnitude, if it is highly correlated across the spectrum it will be easily removed. Principle components analysis (PCA) is used as a measure of spectral correlation in the data. PCA extracts the largest correlated variation in a data set, and then extracts successively smaller correlated variations. For use in PCA analysis a simulation set was created that combined the variations between the original spectra and variations induced by real-world irradiance of the entrance slit. In the new data set, random real-world irradiance was applied to each of the spectra in the original data set. The results are shown in figure 6.

![Figure 6. Amplitudes of PCA components for original data set and for data set with real-world variations included.](image)

After the third PCA component, the analysis is less successful at finding correlations in the data that includes real-world noise. The real world noise is not highly correlated and is not easily removed by analysis.

5. REAL WORLD NOISE AND REAL DETECTORS

The simulations above have ignored any non-uniformity of response in the focal plane array. Figure 7 shows a measurement of this non-uniformity in a CCD detector taken from Kavaldjieva and Ninkov.

![Figure 7. CCD pixel response uniformity at two wavelengths from Kavaldjieva and Ninkov](image)
Non-uniformity in the detector pixels will amplify the effect of real-world noise that has been previously simulated. In hyperspectral systems without dispersion such as filter based systems, the non-uniformity of the detector pixels combine with image features to create real-world noise.

The real-world noise connected to pixel non-uniformity will also inhibit transfer of classification algorithms between instruments. The standard calibration methods used to make spectrometers appear identical rely on uniform illumination. The spectral shifts introduced by real-world noise are not calibrated out in this process.

6. MITIGATION OF REAL-WORLD NOISE

Mitigation of real world noise requires creating uniform illumination across the slit width. The simplest mitigation of real-world noise is a design in which image features on the scale of the entrance-slit width are not resolved. Defocus of the image on the entrance slit may be satisfactory. However, the loss of image resolution is frequently unacceptable. An ideal method would provide homogenization on the scale of the slit width, conservation of etendue, wavelength independence, and good transmission.

In trying to improve hyperspectral imaging Corning is actively investigating methods of real-world noise mitigation, and is seeking patents in the area. One promising method is the use of arrays of optical waveguides as homogenizers. The optics of single waveguides as MTF attenuation elements is well developed. Corning regularly manufactures IR waveguides on a scale of tens of microns for its customers. Figure 8 pictures one of Corning’s single waveguides.

7. CONCLUSION

Real-world noise is a significant noise source in hyperspectral imaging. Real-world noise can be simulated to the extent that the instrumental transfer function of the spectrometer-fpa system is understood. Real-world noise is caused by the interaction of the spectrometer with the non-uniform illumination provided by the real world, but it can be mitigated by instrumental design measures.
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